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Advances in the visualization and analysis of boundary layer flow in swimming fish

By

Erik J. Anderson

Abstract

In biology, the importance of fluid drag, diffusion, and heat transfer both internally and
externally, suggest the boundary layer as an important subject of investigation, however,
the complexities of biological systems present significant and unique challenges to
analysis by experimental fluid dynamics. In this investigation, a system for automatically
profiling the boundary layer over free-swimming, deforming bodies was developed and
the boundary layer over rigid and live mackerel, bluefish, scup and eel was profiled. The
profiling system combined robotics, particle imaging velocimetry, a custom particle
tracking code, and an automatic boundary layer analysis code. Over 100,000 image pairs
of flow in the boundary layer were acquired in swimming fish alone, making spatial and
temporal ensemble averaging possible.

A flat plate boundary layer was profiled and compared to known laminar and turbulent
boundary layer theory. In general, profiles resembled those of Blasius for sub-critical
length Reynolds numbers, Re,,. Transition to a turbulent boundary layer was observed
near the expected critical Re. and subsequent profiles agreed well with the law of the
wall. The flat plate analysis demonstrated that the particle tracking and boundary layer
analysis algorithms were highly accurate.

In rigid fish, separation of flow was clearly evident and the boundary layer transitioned to
turbulent at lower Re., than in swimming fish and the flat plate. Wall shear stress, r,,
forward of separation was slightly higher than flat plate values. Friction drag in rigid and
swimming fish was determined by integrating -r over the surface of the fish. The
analysis was facilitated by the definition of the relative local coefficient of friction. In
general, there was no significant difference in friction drag between the rigid-body and
swimming cases. In swimming, separation was, on average, delayed. Therefore,
pressure drag was estimated on the basis of thickness ratio and used to calculate an
upper-bound total drag on a swimming fish. Total drag was used to determine the
required muscle power output during swimming and compare that with existing muscle
power data. r"° and boundary layer thickness oscillated with undulatory phase. The
magnitude of oscillation appears to be linked to body wave amplitude.
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J6 Ue y

-0 u(8) =0.99U.

v=v(Y)

x V
object surface

Fig. 1.1 Tangential and normal velocity profiles in the boundary layer over the
surface of an object. Horizontal vectors represent tangential velocities and vertical
vectors, normal velocities. Tangential velocity, u, above any given position, x, along
the surface varies from 0 to U1 , with normal distance, y, from the surface. Boundary
layer thickness, 6, is defined as the normal distance between the surface of the
object and the point at which u = 0.99U,. The curve connecting the tips of the
tangential velocity vectors is known as the u-profile. The plot of v as a function of
y, displayed to the right of the diagram demonstrates the conventional presentation
of the normal velocity profile, or v-profile. There would be a set of velocity profiles
for every position, x, along the surface of the object in this two dimensional
example. It is important to note that all velocities are measured with respect to a
coordinate system fixed to the body surface. Therefore, the same basic profile
shapes are obtained whether the object is held stationary in a flow or if the object
moves through still water.
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Chapter 1

Introduction

1.1 Definition of a boundary layer

When a body moves relative to a surrounding fluid, a boundary layer exists very

close to the body surface due to the 'no-slip condition' and viscosity (Prandtl, 1904).

Consider an object held stationary in a uniform oncoming flow with velocity U. The

fluid in direct contact with the body surface adheres to the surface and has zero velocity.

The fluid just above the surface is slowed by frictional forces associated with the

viscosity of the fluid. The closer the fluid is to the surface, the more it is slowed. The

result is a thin layer where the tangential velocity, u, of the fluid increases from zero at

the body surface to a velocity close to U. This velocity at the outer edge of the boundary

layer, U,, depends on the shape of the body (Schetz, 1993). By definition, the boundary

layer extends from the object surface, y = 0, to a position y = 6y, where the tangential

velocity relative to the object surface is 0.99U,. The curve representing the continuous

variation in tangential velocity from y = 0 to y = Sis commonly referred to as the

boundary layer profile, or more specifically the u-profile (Fig. 1.1). Normal velocity

relative to the surface also varies from zero at the body surface to some external value,

V,, generating what is known as the v-profile (Fig. 1.1). A third profile, the w-profile,

usually exists in the flow over three-dimensional surfaces, where w is tangential to the

wall and perpendicular to u. Note, that if u, v, or w, is not specified, the term 'boundary

layer profile' generally refers to the u-profile.

The shapes of the boundary layer profiles above a particular position on a surface

depend on the shape of the body, surface roughness, upstream history of the boundary

layer, the surrounding flow field and Reynolds number. Flow condition in the boundary
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layer can be laminar or turbulent resulting in radically different classes of profile shapes.

Prandtl (1952), Schlichting (1979), and Batchelor (1967) provide thorough descriptions

of the boundary layer concept. The behavior of a body moving relative to a real fluid

cannot be accurately described without an understanding of the boundary layer. Since

Prandtl (1904), great strides have been made been made in understanding fluid forces

acting on bodies. Nevertheless, the hydrodynamics of undulatory swimming remain

elusive. Drag, thrust and power in undulatory swimming have not been definitively

determined. This is, in part, due to the fact that no definitive measurements of boundary

layer flow over a swimming fish or cetacean have been performed.

1.2 History of boundary layer studies in fish swimming

Few attempts have been made to characterize the boundary layers of undulatory

swimmers, and none have produced boundary layer velocity profiles. Most recently,

Rohr et al. (1998a) have suggested that the relative intensity of bioluminescence around a

swimming dolphin may be linked to the thickness of the boundary layer. In a set of

earlier investigations, Kent et al. (1961) and Allen (1961) achieved a qualitative

description of flow in the nearfield and possibly the boundary layers of fish using the

Schlieren technique. The nearfield is the region of flow around the fish affected by the

presence of the fish and its swimming motions. In contrast, the so-called far-field is the

region in which the impact of the fish has decayed essentially to zero. While the

boundary layer can certainly be considered part of the nearfield flow, to aid in the

discussion, the term nearfield will be used here to refer to the region dominated by the

presence of the fish, but outside of the boundary layer.

1.3 The problem and history of drag measurement in undulatory swimming

The understanding of drag mechanisms in undulatory swimming has been

impeded significantly by this lack of boundary layer data. Both form drag and friction
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drag on a body depend on the nature of the boundary layer. Unlike the drag on a rigid

body, such as an airplane wing, the drag on a swimming fish cannot be measured by

simply placing a fish-shaped model in a wind or water tunnel. The boundary layer of a

swimming fish is complicated by the motion of the body, and is certainly different than

that over a rigid model. Furthermore, since the drag and thrust producing mechanisms of

a swimming fish are coupled, even the use of an actively swimming model requires

indirect means to determine drag (Barrett et al., 1999). Gray (1936) was clearly skeptical

of the extension of the so-called 'rigid-body analogy' to the determination of drag on a

swimming dolphin, but, left with no alternative, he used rigid-body drag as a tentative

approximation. Webb (1975) catalogues the rigid-body drag calculations and

measurements on fish that ensued, but reiterates the warning concerning the weakness of

the analogy. The reservations of Gray were affirmed when Lighthill (1960, 1970, 1971)

published his reactive model of fish propulsion, which predicted thrust in steady

swimming to be as much as 3 - 5 times greater than the theoretical rigid-body drag. This

suggests that the drag on a steadily swimming fish is 3 -5 times greater than rigid-body

drag. While Lighthill's reactive thrust model is considered to overestimate thrust, it is

widely believed that the drag on a swimming fish is, indeed, greater than rigid-body drag.

With this in mind, Weihs (1974) determined that some fish might reduce energy costs by

burst and coast swimming.

Lighthill (1971), citing discussions with Q. Bone, claims that the 'enhanced drag'

in fish swimming may be the result of boundary layer effects resulting from the lateral

movements of the body segments of swimming fish. The production of vorticity that

occurs as the body surface is thrust into the surrounding fluid is likely to be higher than

the outward diffusion of vorticity that occurs during the retreat of the body surface. The

result of this mechanism would be a boundary layer that is thinner and of higher shear

than would be expected over the rigid body. This suggests that higher friction drag is the

source of the alleged enhanced drag.
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Lighthill's prediction of enhanced friction drag further confused the already

troubled field of energetics in undulatory locomotion. Gray (1936) and Gero (1952),

among others (see Webb, 1975), made measurements that suggested that the power

required to overcome rigid-body drag for porpoises and certain fish was greater than their

muscle mass was capable of producing. This spawned a search for mechanisms that

could reduce the drag on an undulatory swimmer to levels below the rigid-body drag. If,

as Lighthill suggested, the drag on a swimming fish is actually much greater than rigid-

body drag, the energetics problem becomes more difficult to explain. It was clear that

either (1) Lighthill's model over-predicted thrust, (2) swimming performances had been

exaggerated, or (3) the estimates of available muscle power were too low.

Investigators of undulatory swimming hydrodynamics and muscle physiology

have studied each of these alternatives in an attempt to resolve the discrepancies. Thrust

and power were estimated from velocity measurements of the wake of a swimming

mullet (MUller et al., 1997). The investigators used techniques that were developed to

calculate thrust and minimum muscle power output in bird and insect flight, where they

were met with varied success (Rayner, 1979a,b; Ellington, 1984; Spedding et al., 1984;

Spedding, 1986, 1987). In their preliminary work, Moller et al. (1997) report thrust

estimates even higher than the theoretical values of Lighthill (1971). At the same time,

claims of extraordinary performances of undulatory swimmers have been toned down or

qualified (Lang, 1974; Lighthill, 1969; Rohr et al., 1998b) and estimates of available

muscle power have been refined (Bainbridge, 1961; Webb, 1975; Weis-Fogh and

Alexander, 1977; Fish, 1993; Rome et al., 1993; Coughlin et al., 1996). In general,

recent findings suggest that it is less incumbent upon fish and cetaceans to possess

extraordinary drag reducing secrets (Lang, 1974; Fish and Hui, 1991). Still, the problem

has not been unequivocally resolved. Experiments on excised fish muscle driven at rates

equal to those measured in vivo have resulted in relatively low power outputs (Rome and

Swank, 1992; Coughlin et al., 1996; Swank and Rome, 2000; Rome et al., 2000). These

studies suggest that maximum power output measurements recorded during non-
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physiological stimulation and strain are not applicable in vivo. Furthermore, friction drag

on swimming fish has continued to go unmeasured.

Despite the dearth of available boundary layer data and Lighthill's prediction of

drag enhancement based on theoretical thrust, theories of drag reduction by boundary

layer manipulation abound. The most notable mechanisms proposed fall under the

categories of laminar boundary layer maintenance, turbulent drag reduction, utilization of

shed vorticity and the delay of separation. Theories of drag reduction in undulatory

swimming are reviewed and critiqued in Webb (1975), Webb and Weihs (1983), and Fish

and Hui (1991). One recent experimental work using a robotic fish claims to have

substantiated drag reduction in undulatory swimming (Barrett et al., 1999). Earlier

works, on the flow over waving plates, have also demonstrated mechanisms that may act

to reduce drag, especially form drag. Taneda and Tomonari (1974) observed that the

flow over a waving plate with wave speed, c, less than the oncoming flume speed, U,

resulted in separation of flow and turbulent recirculation regions in the wave troughs.

When wave speed was increased so that c/U > 1 flow remained attached over the entire

plate. In some cases, boundary layer flow was completely laminarized. In others, it

oscillated between turbulent and laminar.

1.4 Contribution of the present investigation

This thesis documents the first description of boundary layer flow in live

swimming fish based on high-resolution velocity profiles acquired by flow visualization.

Preliminary experiments were preformed using a highly manual data acquisition and

analysis system (Anderson, McGillis, and Grosenbaugh, 2001). The methods and

findings of these experiments are included here. However, the primary focus of this

thesis is the data collected by an automated boundary layer profiling system developed by

the author. The manual techniques of the preliminary work proved to be too time

intensive to produce adequate data sets needed to make definitive conclusions regarding
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the fish boundary layer. The automated boundary layer profiling system increased the

number of boundary layer realizations from 270 in two fish species to almost 200,000 in

four species, including swimming and rigid-body cases. Thousands of systematic

realizations were also determined for flow over a flat plate. The major contributions of

this work include the design of the automated boundary layer profiling system and the

findings regarding fish boundary layers coming from this large data set. The automated

system, which includes highly efficient data acquisition, a novel particle tracking

algorithm for flow visualization, and a boundary layer profile analyzer, is applicable to

boundary layer profiling in general. In addition, the robotic data acquisition system is a

valuable tool for general flow visualization around freely swimming organisms. The

entire system is described in detail.

From fish boundary layer profiles, the unsteady spatial distribution of boundary

layer related variables over the surface of swimming fish are determined. The

distribution of wall shear stress, is used to estimate the total friction drag and the power

necessary to overcome it. Theories of boundary layer manipulation, drag reduction, and

friction drag enhancement are re-examined.

1.5 Chapter preview

Chapter 2 presents a general theoretical discussion for the reader not well versed

in boundary layer theory. Those familiar with this branch of fluid dynamics may,

therefore, skip Chapter 2. Chapter 3 is an abridged and updated version of the Methods

and Materials, Results and Discussion of the preliminary experiments by Anderson,

McGillis, and Grosenbaugh (2001). The most significant changes are (1) the revision and

minor correction of the discussion concerning the wave-like distributions of boundary

layer parameters over the length of the fish (section 3.3.2), and (2) the addition of

comments regarding power requirements at high speeds in scup. Chapter 4 focuses on

data acquisition, from the experimental subjects and conditions to a details description of
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the design and function of the robot-assisted image acquisition system. Chapter 5

presents the details of the automatic code developed by the author to extract boundary

layer profiles from the acquired flow images and then analyze those profiles. The chapter

features the particle tracking algorithm and the definition of a relative, local coefficient of

friction that facilitates comparisons of wall shear stress distributions along swimming

fish. Chapter 6 presents an important test of the boundary layer profiling code-

characterization of the flow over a flat plate--and the experimental controls: (1)

characterization of the flow in the flume, and (2) the measurement of the boundary layer

over rigid fish stretched straight in the flow. In Chapter 7, the results of boundary layer

visualization in swimming fish are presented and comparisons are made between the

results from the various species of fish observed. Finally, Chapter 8 deals with plans for

future research and the next generation of the boundary layer profiling system.
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Chapter 2

Boundary layer theory

2.1 Laminar boundary layer solutions

Boundary layer profiles of the flow over various objects have been determined

over the years both theoretically using the Navier-Stokes equations and experimentally

using techniques such as hot-wire anemometry. Prandtl's student Blasius (1908)

determined the first boundary layer solution from the Navier-Stokes equations. Blasius

used numerical methods to determine the velocity profiles for the simplest flow

geometry-steady laminar flow over a flat plate with no streamwise pressure gradient.

These conditions and experimental results allowed him to reduce the Navier-Stokes

equation to a differential equation of the form,

f '"(.) + f O)f"(77) =0 (2.1)

where

FU_rq=yl U2

2 vx

Aft) =__V

(2.2)

(17) = -U
Ut

lf'(Q7) - f 07) = v2x
VvUe

y is the height above the flat plate, x is the distance from the leading edge, v is the

kinematic viscosity of the fluid, and Vis the stream function (Schetz, 1993). The Blasius
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profile shape is self-similar, i.e. the shape of y/Svs. u/U, is the same for all Blasius

boundary layer profiles. Blasius used inner and outer series expansions to solve this

equation, but it can also be solved easily using a shooting method whereby guesses are

made forf '(0) until boundary conditions are satisfied (Schetz, 1993). In this

investigation, a 3Y order Taylor Series shooting method (step size, h = 0.01) was

employed (Cheney and Kincaid, 1994). Blasius' solution shows excellent agreement

with experimental data of boundary layer flow over flat plates and results in a set of

simple equations that describe the important parameters. These equations are,

899 = 4.9xReI"12

(2.3)

ro = 0.332pU 2 Re 2

where 4& is boundary layer thickness, x is streamwise distance from the leading edge,

Re. is the length Reynolds number, rT, is wall shear stress, p is the density of the fluid and

U is the freestream flow speed.

2.2 Length Reynolds number, Re.

In the discussion of boundary layer data it is convenient to use a quantity know as

the 'length Reynolds number', or Rex. Rex is the Reynolds number based on position, x,

that is

Ux
Rex = --. (2.4)

V

Boundary layer thickness, wall shear stress and the transition of boundary layer flow

from laminar to turbulent are generally dependent on Re. (Fox and McDonald, 1992).

For example, the position at which laminar flow transitions to turbulent flow over a flat
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plate does not depend on the total length, L, of the plate. Instead, transition tends to

occur at Re. = 3.5 x I05- 5 x 10, for any flat plate or relatively similar surface

(Schlichting, 1979), regardless of L or the standard Reynolds number, Re, based on total

length, L. Note that Re., at x = L is the same as Re.

Rex is not universally applicable in analyzing fish swimming, however, since it

fails to account for differing body shapes and body wave amplitude as a function of

distance from the leading edge of the fish. Therefore, in several instances boundary layer

parameters will be compared using position relative to fork length, i.e. x/L.

2.3 Falkner-Skan laminar boundary layer solution

Since Blasius, several other so-called exact solutions of the Navier-Stokes

equations have been determined for laminar boundary layers, including accelerating and

decelerating flows (Falkner and Skan, 1930), and three-dimensional flows (Sowerby,

1959). The former, or Falkner-Skan solution, arises from simplifications that allow for

the reduction of the Navier-Stokes equation to

f'"(.) + -f(r7)f"(1)- 2m (f' 2 (r)-1) = 0 (2.5)
m+1

where

Im+l U,
q 2 = x

(2.6)

m+1 ~

and 2m7r(m+l) is the angle of a wedge over which the determined boundary layer profile

would be expected to occur (Schetz, 1993). This equation can also be solved using a

shooting method. The value of m ranges from 1 for a stagnation flow, that is at right
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angles to a flat plate, 0 for a Blasius boundary layer, and -0.0904 for an inflected profile

with ro = 0. The u-profile shape for m > 1 is steeper than Blasius and for m < 1 the

profile is more gradual when plotted as y/14.vs. ulUe. The Falkner-Skan solution is

self-similar, but only for the same m. Therefore it is not possible to write a set of simple

equations governing & and r, such as Eq. 2.3 for all m. However, modern computing

power can solve Eq. 2.5 in a small fraction of a second. Therefore, Falkner-Skan profiles

can be easily calculated for curve fitting and other analyses. Furthermore, once the

equation is solved for a given m, the valuef'(0) can be saved in a look-up table to speed

future calculations. In this investigation a 4h order Runga-Kutta method (Cheney and

Kincaid, 1994) was employed to solve Eq. 2.5 (step size, h = 0.01).

2.4 Turbulent boundary layer equations

Knowledge of turbulent boundary layer profiles comes mainly from experimental

data. Time averaged measurements of turbulent flow over flat plates with no pressure

gradient have conveniently revealed a universality known as the 'law of the wall'

(Schlichting, 1979). When appropriately non-dimensionalized, the tangential velocity

data follow a universal profile. The effects of streamwise pressure gradients and various

geometries on this universal profile are well documented (Schetz, 1993). Tangential

velocity, u, and distance from the wall, y, are non-dimensionalized for the law of the wall

using,

U U• U, *

u, (2.7)

y+ yu.
V

where v is the kinematic viscosity of the fluid, r, is the wall shear stress and p is the fluid

density. The defined intermediate, u., is known as the friction velocity. Traditionally,
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the non-dimensionalized tangential velocity, u', is plotted as a function of logio(y0). Fig.

2.1A shows the law of the wall plotted in this manner. Two distinct curves are evident.

Closest to the wall, which can be thought of as running parallel to the u+ axis, the profile

is linear, with u+ = y. Note that on a semi-logarithmic plot the relationship does not look

linear. This curve represents the linear sublayer, which is commonly referred to as the

viscous sublayer in the analysis of turbulent boundary layers. Farther from the wall, the

profile follows a logarithmic curve. Flow is turbulent in the logarithmic region and

laminar in the linear sublayer; a region called the transition zone separates the two.

Unlike the linear sublayer, the shape and position of the logarithmic region of the time

averaged profile may very significantly as a result of surface roughness and streamwise

pressure gradients (Schetz, 1993). For this reason, data in the logarithmic region cannot

be used to determine wall shear stress on an undulating fish. The linear sublayer must be

used. Nevertheless, the general shape of the logarithmic region is still useful to

distinguish between turbulent and laminar profiles. Boundary layer profiles were fit to

the law of the wall using the linear sublayer when possible. The profile was then

classified as turbulent or laminar based on the profile shape outside the linear sublayer.

For example, if the Blasius boundary layer is plotted using the non-dimensionalization of

Eq. 2.7, the majority of the boundary layer profile follows the linear curve and is poorly

fit by the logarithmic curve (Fig. 2. 1B).

It should be noted here that for turbulent boundary layers, it is the time-averaged

profile at a given streamwise position that is described by the law of the wall. This

dependence of the analysis of turbulence on sampling time is due to the fluctuating nature

of turbulent flow. If the sampling time is too short, the instantaneous boundary layer

profile could appear to be laminar-and not necessarily Blasius-like--even if the flow

were turbulent. It is only when several instantaneous boundary layer profiles over a

particular point in a turbulent boundary layer are drawn overlapped, that the average

curve drawn through the combined profiles follows the law of the wall. Profiles acquired
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Fig. 2.1 Tangential boundary layer profiles presented as is conventional for the law
of the wall. u÷ and y÷ are non-dimensionalized tangential velocity and normal
distance from the body surface. (A) The time-averaged profile of the law of the wall
for turbulent boundary layer flow over a flat plate with no streamwise pressure
gradient plotted in non-dimensional wall units on a semi-logarithmic graph. (B) The
tangential velocity profile of the laminar, zero streamwise pressure gradient, flat
plate Blasius boundary layer, 'o', scaled as for the law of the wall. The values used
for velocity, U, streamwise position, x, and temperature, T, are within the
experimental ranges of the present work.
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by PlY from individual image pairs, at most, can be considered time averages over an

effective sampling period of T, = UU, where f is the streamwise dimension of the field of

view and U is the swimming speed. T, in the experiments reported here ranged from 0.01

- 0.1 s, much shorter than traditional sampling periods. This leads to uncertainty in the

designation of certain profiles as turbulent unless several boundary layers at the same

swimming speed, body position and body phase are acquired. Nevertheless, several fish

boundary layer profiles at high Reynolds numbers showed excellent agreement with the

law of the wall. More importantly, in the neighborhood of a particular surface position,

the shapes of u-profiles in the linear sublayer of a turbulent boundary layer are less

variable than those in the logarithmic region. Therefore, measurements of wall shear

stress based on the linear sublayer, are accurate regardless of proper characterization of

the boundary layer as matching a known profile shape.

2.5 The 1i7n" power turbulent boundary layer profile approximation

It can be shown that an equation of the form

u(y) = loy"17  (2.9)

is a reasonably good approximation for the tangential profile of a turbulent boundary

layer over a flat plate with no streamwise pressure gradient. The law of the wall is better

overall, but the 1/7ih power profile allows for a set of simple equations regarding & and

r, to be written, as for Blasius,

89 = 0.373xRej-"'

(2.10)

-r0 = 0.0290pU 
2Re X15

Page 33



These equations are used frequently in this investigation for simple comparisons related

to turbulent boundary layers.

2.6 Turbulence intensity

The intensity of turbulence in the freestream flow affects the boundary layer over an

object. The definition of turbulence intensity in a flow starts with separating the flow

into the sum of a mean flow an each position r in the flow, i.e. U = U(r), and a fluctuating

component, u' = u'(rt). Each component of the velocity, U, V and W, can be similarly

treated. Turbulence intensity for the x-direction is defined as

X£[u'(r,t1 )]2

I., _ n (2.11)
U0

where each ti represents a time of sampling of the fluctuating velocity component u', n is

the total number of samples, and Uo is usually the overall mean freestream flow speed

(Patton, 1984). This is simply the root-mean-square (RMS) of u' divided by the mean

freestream flow. Overall turbulence intensity includes all three velocity components and

is defined

Z ([u'(r't,)12 + [v'(r,ti)]2 +[w'(r,t,)i

-n (2.12)
U.

Turbulence intensity has a major impact on the value of the critical Reynolds number in

boundary layer flow, i.e. the Reynolds number at which the boundary layer transitions to
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turbulence. Theory predicts a critical Re, of -2.5 x 106 for turbulence intensity close to 0.

As a rule of thumb however, a critical Re, of 3.5 x 10 5 to 5 x W is commonly reported

for boundary layer transition. This range is that predicted for a freestream turbulence

intensity of 1 - 2% by the theory of Van Driest and Blumer (1963). This is the

turbulence intensity commonly found in good quality flumes.

2.7 Boundary layer thickness

As mentioned in the Introduction (section 1.1), since u(y) in the boundary layer

approaches the external flow velocity, U,, asymptotically, boundary layer thickness is

commonly defined as the height above the surface at which u = 0.99U. This quantity is

given the symbol, &,. In this thesis, another boundary layer thickness, 895, defined at u =

0.95U, is used. Standard deviation in flow velocities within the boundary layer was

generally close to 1%, thus automatic determination of the position 0.95U, was more

robust. The Blasius boundary layer equation for 895 is

895 = 3.9xRe•" 2. (2.13)

Eqs. 2.3 and 2.13 show, that regardless of how it is defined, 85 or &,, boundary layer

thickness grows as x1/2. Eq. 2.10 shows that a turbulent boundary layer tends to grow

faster, i.e. as x4/5.

2.8 Wall shear stress and friction drag

Wall shear stress, and therefore skin friction, can be determined from tangential

boundary layer velocity profiles. In the u-direction, the component of wall shear stress,

r,, is given by,
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Vo = au (2.14)

where ,u is the dynamic viscosity of the fluid, u = u(y) is the tangential component of

fluid velocity over the object in the x-direction, and y is in the direction of the local

outward normal of the surface. In the linear sublayer of both laminar and turbulent

boundary layers, the instantaneous value of the partial derivative-the normal gradient of

u-at the body surface can be determined by a simple linear fit depending on the

resolution of the flow. This use of experimental data to determine wall shear stress has

been termed the 'near-wall method' by Osterlund and Johansson (1999). Their wall shear

stresses calculated from Eq. 2.14 using hot-wire velocity measurements show excellent

agreement with theory and concurrent measurements of shear stress by the oil film

technique (Siller, et al., 1993). They also determined and verified fluctuating shear stress

measurements, due to the unsteadiness of turbulent flow, with MEMS-type hot films.

The wall shear stress distribution, r,, over an object can be used to calculate the

total friction drag, Df, using,

S= ff r. dA cosO (2.15)
S

where S is the three-dimensional function defining the body surface of the fish, dA is the

incremental area over which a particular shear stress applies, and Ois the angle between

the body surface tangent in the laser plane and the streamwise direction. The coefficient

of friction for any object is defined as,

C Df (2.16)S pAU 2
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where p i& the fluid density, A is the total wetted surface area of the body, and U is the

relative velocity of the object through the fluid. In order to obtain accurate values of

friction drag and the coefficient of friction for a swimming fish, a large number of

measurements of wall shear stress at different positions and at different phases of the

undulatory motion must be taken.

For comparison purposes, a local coefficient of friction, Cft, was defined as,

0=x. W (2.17)

By this definition, Cf is the area average of Cfa over the fish surface. Therefore, Cf for a

given fish falls between the maximum and minimum values of C4 determined over the

fish body. Both time averaged and instantaneous values of C4 were examined.
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Chapter 3

Preliminary investigation

This chapter is an abridged version of the Methods and Materials, Results and Discussion

from the paper titled 'The boundary layer of swimming fish' published in the Journal of

Experimental Biology by the author, W. R. McGillis, and M. A. Grosenbaugh (Anderson

et al., 2001a). The paper describes the successful visualization of the fish boundary layer

by a highly manual data acquisition and analysis system.

3.1 Methods and materials

3.1.1 Fish

Scup, Stenotomus chrysops, (n = 9) and smooth dogfish, Mustelus canis, (n = 1),

were caught in traps or by hook and line in Nantucket Sound, off Woods Hole, MA,

USA. The animals were kept in 750-liter tanks with a constant flow of fresh seawater

from Nantucket Sound. All fish kept longer than 2 days were fed a steady diet of frozen

squid. Fish were transferred to and from their tanks in 30-liter buckets or 60-liter coolers.

Following experiments, fish were euthanized by cervical transection according to the

WHOI Institutional Animal Care and Use Committee (IACUC) protocol at the time of

the experiments. The body length, L, of scup averaged 19.5 ± 1.8 cm (mean ± S.D.).

The dogfish measured 44.4 cm.

3.1.2 Swimming conditions

Scup were observed swimming in both still water and in a flume. In still water,

scup were observed swimming 3 - 40 cm s-1 at water temperatures of 11 C or 22 - 25 C,
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depending on the season during which the experiments were run. In the flume, scup were

observed swimming 10 - 65 cm s-1 at 22 - 23 C. The dogfish was observed swimming 20

- 65 cm s" in the flume at 22 - 23 C.

In flume trials, observations from three positions along the midline of each fish

were performed at one or more speeds. In scup, the measurements were made at x =

0.50L, 0.77L, and 0.91L. In dogfish, the measurements were made at x = 0.44L, 0.53L,

and 0.69L. The majority of flume data for scup was acquired at swimming speed 30 cm

s-1 (18 swimming sequences). At this speed, scup were observed to use primarily caudal

fin propulsion with infrequent strokes by their pectoral fins. Records of transverse

velocity showed continuous undulatory swimming during all acquired sequences. In still

water, scup tended to swim more slowly, frequently using their pectoral fins and gliding.

Therefore, in our analysis of the fish boundary layer, we have concentrated on the flume

experiments and the fastest of the still water swimming sequences. The majority of the

flume data for the dogfish was acquired at the swimming speed 20 cm s-1 (22 swimming

sequences). Rigid-body measurements in dogfish were made at two positions, x = 0.44L

and 0.69L at 20 cm s-1. The more forward positions on the dogfish were chosen because

it was difficult to acquire sufficient data in the posterior region where the body wave

amplitude increases dramatically with position. At positions posterior to x = 0.75L, the

fish surface was captured infrequently in the small field of view of the flow-imaging

camera. The swimming speeds of 30 cm s-1 in scup and 20 cm s-1 in dogfish were chosen

because at these speeds the fish swam steadily for long periods of time without tiring.

Still water trials were performed in a large rectangular tank (2.5 m x 1.2 m x 0.5

in). Water depth was 20 cm. A channel, 20 cm wide, was constructed along one of the

long glass walls of the tank. The midpoint of the channel was used as the test section.

The flow-imaging camera was partially submerged in a glass enclosure to prevent free

surface optical distortion. Fish swam deeply and slowly enough so that free surface wave

effects were negligible. Flowing water trials were performed in a large, recirculating,
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open-channel flume capable of speeds up to 70 cm s-1. The racing oval shaped flume,

with straight-aways 7.6 m long, is paddle driven by a conveyor belt mechanism. The

flume channel is 78 cm wide and 30 cm deep. Water depth during fish swimming trials

was 16 cm. The test section used was constructed against one of the glass walls of the

flume, 20 cm wide and 80 cm long. The free surface was eliminated using a sheet of

acrylic. Honeycomb flow-through barriers bound the test section, confining the fish to

the test section, and damping out large-scale flow disturbances. The barriers were 12.7

cm in streamwise length with tube diameter of 1.3 cm. Turbulence intensity in the test

section measured by laser Doppler anemometry, LDA, was 4 - 6% over the range of

experimental flow speeds. Without the honeycomb barriers, turbulence intensity

measured 7 - 8%. Velocity measurements outside of the fish boundary layer

demonstrated scatter in agreement with the measured test section turbulence intensity.

Still water trials showed little to no scatter in velocity outside the boundary layer. In both

still and flowing water trials, fish swam far enough from the wall on the side of the fish

measured-generally 8 - 12 cm--that wall effects are expected to be minimal.

3.1.3 Image acquisition

Fluid flow around the fish was illuminated by a horizontal laser sheet, 0.5 mm

thick, and imaged from above with a high-resolution digital video camera (Kodak ES 1.0,

1008 pixels x 1018 pixels)-the 'boundary layer camera' shown in Fig. 3.1. The second

camera shown above the test section in Fig. 3.1, the 'nearfield camera' was added in the

advanced study (see Chapter 4). The flow was seeded with neutrally buoyant fluorescent

particles, 20 - 40 pm in diameter. Macro photographic lenses (Nikon, Micro-Nikkor,

60mm) were used to obtain high quality, high magnification images of particles in the

flow over the fish surface (Fig. 3.2). Fields of view used with the particle imaging

camera were 1 - 2 cm on a side. The resulting images had a scale of 50 - 100 pixels

mm'1. Our fish boundary layers measured 0.5 - 12 mm in thickness. The laser (New

Wave Research, Nd:YAG, dual pulsed) was operated at low power to prevent irritation to
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Nearfield Camera

Flum

ter•C~~

Fig. 3.1 Sketch of the setup for boundary layer visualization. The bright line on
the fish centerline shows where the laser impinges on the fish surface. The
nearfield camera was added after the preliminary investigation. The boundary
layer and nearfield cameras were also moved underneath the test section. See
text for information about the variety of barriers used to constrain the fish to the
test section.
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Fig. 3.2 A double exposure showing examples of particle pairs used to
determine fluid velocities in the boundary layer around a swimming scup. A
particle pair is labeled with white arrows. The particles in the image were
moving roughly left to right. Scale bar is 1 mm. The camera angle was as
shown in Fig. 3.1 (the boundary layer camera). The body surface of the scup
appears as a sharp, bright edge in the lower half of the image. The position on
the scup shown is x = 0.55L on the midline of the fish. The scup was swimming
8.3 cm s1 through still water, roughly to the right in the field of view (black
arrow). The body surface was moving laterally 1.7 cm s1 in the direction away
from the region of fluid shown here in the upper portion of the image. Note that
the particles closer to the fish move a greater distance than particles further
away from the fish. This is because the fluid closest to the fish is influenced
most by the motion of the fish through the fluid. However, in the frame of
reference of the fish, the particles closest to the fish are moving more slowly
than the particles further from the fish, resulting in boundary layer profiles
similar to those shown in Fig. 1.1. The double exposure was constructed simply
by adding successive video images. The image was swept of approximately half
of its original particles and threshold filtered for clarity of presentation.
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the animal and to minimize glare. The time delay, At, between laser pulses, i.e. between

exposures of the flow, was set at 2 - 10 ms depending on swimming speed. The

measured displacement of particles between exposures is divided by this time to obtain

particle velocities. The laser and the particle imaging camera were synchronized using a

digital delay triggered by every other vertical drive signal of the camera. The vertical

drive signal is a TTL pulse that signals the moment between two exposures. When

triggered, the digital delay triggered laser 1 of the dual laser to fire 4t/2 before, and laser

2 to fire Atv2 after, the next vertical drive signal of the camera, which was 'ignored' by

the digital delay. The camera was operated at approximately 30Hz and 100 sequential

images were acquired per swimming sequence. Therefore, pairs of exposures, or image

pairs, were acquired at 15 Hz, and continuous sequences of 50 pairs were acquired. Two

standard video cameras were used to obtain simultaneous records of whole body motion

in lateral and dorsal views. This allowed fish boundary layer flow to be compared with

relevant instantaneous whole body kinematic parameters.

Measurements were confined to positions on the fish where the body surface was

essentially perpendicular to the laser sheet. As the angle between the laser sheet and the

fish surface deviates from 900, boundary layer velocity profiles are distorted, tending to

give an incorrectly low wall shear stress. Images in which the fish surface is

perpendicular to the laser sheet are easily distinguished from images in which the surface

is at an angle to the sheet. In the former, the fish surface appears as a sharp edge. In the

latter, depending on the direction of tilt, either the intersection of the beam and the fish

surface is not visible, or the features of the fish surface beneath the sheet are visible,

dimly illuminated by reflected laser light. Only images of the former type were used in

the analysis.

In both still water and flume trials, all three video cameras were fixed with respect

to the frame of the test section during image acquisition. In still water, the fish swam

through the test section. Therefore they swam through each camera's field of view at
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their swimming speed, U, and flow velocity outside the fish boundary layer was nearly

zero. In the flume, fish held station in the test section without significant streamwise

motion with respect to the fields of view. The flow outside the boundary layer of the fish

therefore moved through the fields of view at the approximate flume speed, U. Apart

from the ambient turbulence of the flume flow, the two situations are equivalent from the

standpoint of fluid dynamics. Both techniques proved useful to the analysis of the fish

boundary layer. Still water trials revealed actual boundary layer development over

particular fish in undisturbed flow, whereas flume trials revealed the phase dependent

aspects of the boundary layer at selected positions on the fish. The flume was also used

to look at boundary layer development by recording several sequences from various

streamwise positions.

3.1.4 Rigid-body drag

In general, the dogfish swam very close to the bottom of the flume, and it was

possible to measure the boundary layer of the dogfish at the same streamwise position

and flume speed for both swimming and resting. Three image sequences of the dogfish

boundary layer were acquired while the dogfish conveniently rested motionless on the

bottom of the flume. The flume speed and water temperature were 20 cm s-1 and 23 c.

The resting data were used to determine rigid-body friction drag for the dogfish.

It was important to confirm that the bottom boundary layer of the test section did

not affect the rigid-body measurements significantly. LDA showed that the boundary

layer of the test section bottom was thinner than 1.5 cm. Dogfish boundary layer data

was taken between 1.2 - 1.8 cm. Flow visualizations were therefore made outside, or at

the outer edge of the flume bottom boundary layer, where small changes in the height

would not be expected to have a significant effect on the flow velocities at the outer edge

of the boundary layer, U,. Velocities measured by particle tracking confirmed this. U, in
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both the swimming and rigid-body cases was found to be essentially the same at x =

0.44L.

3.1.5 Digital particle tracking velocimetry

The acquisition and analysis of image pairs for digital particle imaging

velocimetry, DPIV, and digital particle tracking velocimetry, DPTV, is now common

practice among engineers, chemists and a growing number of biologists. For this reason

the details of these techniques will be left to the numerous existing works on the subject;

the reader is referred to Adrian (1991), Willert and Gharib (1991) and Stamhuis and

Videler (1995). Here, we report the variations on the themes of DPIV and DPTV

necessary to capture and resolve the fish boundary layer. Flow velocities around the fish

were quantified primarily by semi-automatic DPTV (Stamhuis and Videler, 1995).

Particle pairs are located manually with a cursor on the computer screen. The term
'particle pair' refers to the two images of the same particle that occur in an image pair. A

particular image pair typically has tens to hundreds of particle pairs depending on seeding

density. Once the particle pairs have been located, a computer program then determines

the centroids of the particles and calculates displacement and velocity. Conventional

DPIV and automatic particle tracking code were sometimes used to resolve the outermost

regions of boundary layer flow, but they often failed to resolve the flow very close to the

moving surface of the fish.

The fish surface was located using an edge detection algorithm developed in the

study of squid locomotion (Anderson and DeMont, 2000; Anderson et al., 2001b). The

algorithm was further developed in the course of the present work to match surface

features in sequential images and thereby calculate the precise motions of the animal

surface. This motion was conveniently described by a tangential and normal

displacement. Deformation and rotation of the fish surface was found to be negligible for

any image pair due to the short time separating the images and the small field of view.
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Trials during which the fish rested motionless on the bottom of the tank revealed the

accuracy of this wall-tracking algorithm to be better than 0.5 pixels. At our

magnifications, this represents 10 - 20pm error in displacement and, after smoothing,

negligible error in surface slope. For a typical swimming trial, say U = 20 cm s-1 and At

= 5 ms, this translates to less than 2% error in the measurement of tangential flow

velocity relative to the fish surface. Average maximum error in normal velocity is 2 -

10%, depending on the magnitude of the transverse body velocity. Since wall shear

stresses were determined from the slope of the boundary layer profile near the body

surface, such errors in velocity relative to the fish surface do not affect our calculated

skin friction. Instead, these errors impact less critical measurements, such as outer edge

velocity, boundary layer thickness, and their fluctuations. In general, these parameters

were large enough that errors were insignificant to negligible.

3.1.6 Tangential and normal velocity calculations

To construct tangential and normal velocity profiles from the image pairs of flow

over the fish surface, the motion of particles in the image pairs must be viewed from the

reference frame of the fish. Unless the surface can be described by a straight line, this

requires the construction of axes normal and tangential to the fish surface for each

particle. Assuming the velocity profiles do not change significantly over the relatively

small field of view, this method results in the desired boundary layer profiles. The

separate profiles are built up from the normal and tangential components of velocity

determined for each particle, with respect to the fish, plotted against normal distance of

the particle from the fish surface.

Normals from particles to the fish surface were determined though a standard

minimization of the distances from the particles to the fish surface. The radius of

curvature of the fish surface was always larger in scale than the field of view. This

ensured convergence of the minimization process. The fish body surface was found to be
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well fit with a cubic polynomial. This was used as a means to smooth surface roughness,

reducing needless scatter in the minimization process. The normal velocity, v, of a

particle with respect to the fish was calculated by,

V- Y 2 -Y. (3.1)
At

where At is the time between laser pulses, and yj and y2 are the lengths of the normals for

the particle in the first and second images respectively. This simple equation can be used

because, as mentioned earlier, the deformation and rotation of the fish surface was

negligible over the time between images, At.

The calculation of tangential velocity also began by determining normals to the

fish surface from points in the fluid by the same distance minimization. In this case,

however, the normals were determined from the midpoint of a particle track to the

average position of the fish surface in the two images. The slope of the average fish

surface was determined at the intersection of the normal and the average fish surface.

The slope was used to construct a unit tangent vector, t, of the average fish surface, in a

streamnwise sense, with respect to the camera pixel coordinates. That is, the vector lies in

the horizontal plane of the laser sheet, is tangent to the fish surface and points roughly in

the caudal direction. The velocity of the particle, Vp, and the velocity of the fish surface,

V,, were determined in the same coordinate system. The tangential velocity, u, of the

particle with respect to the fish was then determined by the vector operation,

u =(V, -v,).t (3.2)

that is, u is the component of the velocity of the particle, relative to the fish surface, in the

direction of the surface unit tangent vector in the plane of the laser sheet. Therefore, u =

0 at the fish surface and u = Ue at the edge of the boundary layer. The normal velocity of
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the particle with respect to the fish can be determined in a similar manner, but normal

velocities calculated from Eq. 3.1 are more accurate since fish surface averaging is

sidestepped. In some instances, conventional DPIV was used to resolve the outer

boundary layer and nearfield, reducing the tedium of semi-automatic DPTV processing.

The better the seeding, the closer to the fish DPIV could be used with confidence. DPIV

nodes were treated as the positions of virtual particles in the first image, and the locations

of correlation peaks were treated as virtual particle positions in the second image. This

use of DPIV was made only well beyond the linear sublayer of the boundary layer and

only when particle densities allowed. The linear sublayer is the region of the boundary

layer closest to the body surface in which the tangential velocity profile is linear. It will

be shown later that an accurate determination of velocities in the linear sublayer is critical

to the analysis of skin friction. As expected in instances of proper seeding, cross checks

of such DPIV data by DPTV showed negligible differences in velocities calculated in

outer regions of the boundary layer.

3.1.7 DPTV errors

Absolute errors in DPTV depend on camera pixel resolution, field of view

dimensions, particle shape, size, centroid analysis, and image quality. Relative errors are

magnified by decreased particle displacements, which depend on At and the field of view

dimensions. We estimate average maximum DPTV errors of tangential velocities in the

linear sublayer of the fish boundary layers to be between 5 - 15%. This range arises from

conservative estimates of sub-pixel accuracy and particle displacements on the order of

10 pixels. These errors tend to be unbiased since they depend on the images of individual

particles. Therefore, if enough particle pairs are sampled in a given image pair, the error

in wall shear stress determined for that image pair tends to be unbiased. Wall shear stress

is determined from a linear fit of the u-profile in the linear sublayer.
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Increased scatter was commonly observed in our v-profile data compared to the u-

profile data. This is probably due to DPTV errors magnified by generally shorter normal

displacements. Turbulence, wall tracking errors, variation in the profile over the

streamwise length of the field of view and cross-stream surface curvature may also

contribute to scatter in our profiles. In still water, very little scatter was observed in our

u-profiles, especially outside the boundary layer, where particles are nearly stationary in

the field of view. This is strong support for setting our DPTV error toward the lower end

of our estimated 5 - 15% mentioned earlier.

3.1.8 Undulatory phase

Boundary layer data were taken on one side of the fish for any given trial. The

fish surface oscillated in the field of view of the particle imaging camera due to

transverse motion of the body. We will use the term 'crest' to describe the instance when

the section of the fish surface in view has moved to its full amplitude in the direction of

the outward pointing surface normal, that is, the positive y-direction. We use 'trough' for

the instance of full amplitude in the negative y-direction. Phase is set to 900 at crest and

2700 at trough. Transverse wall velocity as a function of time determined from wall

tracking was fit with a sine function. The phase of the body surface transverse position

was determined by integrating wall velocity, or simply subtracting 900 from the phase of

transverse wall velocity.

Detailed phase analysis was only applied to flume data. Still water trials result in

a more complicated mix of phase and position. The propulsive wave of the fish travels

streamwise at a speed slightly greater than the swimming speed, U (Gray, 1968). Since,

for still water, the field of view is fixed with respect to the bulk fluid in the tank, phase

appears to change more slowly than if observed in a flume. If the wave speed were

nearly equal to the swimming speed almost no change in phase would be observed.
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Therefore, still water trials give information at various phases at various positions. In

contrast, flume trials give information at one position as a function of phase.

3.2 Results

3.2.1 Fish boundary layer profiles

More than 70 swimming sequences of scup and 30 sequences of dogfish were

acquired, yielding hundreds of usable image pairs for boundary layer realization.

Tangential and normal velocity profiles were determined for more than 270 image pairs

from 36 swimming sequences with high image quality over the full range of experimental

speeds. Only one dogfish has so far been examined and so generalizations concerning

anguilliform swimmers must be considered tentative. Nevertheless, the quantity and

consistency of the dogfish data suggest that the conclusions regarding the specimen

observed are well founded.

Fish boundary layer profiles tended to resemble the solutions of either Blasius or

the law of the wall (Fig. 3.3). Profiles that deviated from these two types often exhibited

good agreement with the Falkner-Skan solution (Fig. 3.4). The Falkner-Skan solution

can describe either an accelerating (Fig. 3.4A,B) or a decelerating (Fig. 3.4CD) boundary

layer depending on the choice of the coefficient, m, in the Falkner-Skan differential

equations (see section 2.3). Boundary layers are classified as accelerating or decelerating

on the basis of their u-profiles. However, in the instantaneous profiles of a boundary

layer, the evidence of acceleration or deceleration is found in the v-profile. Negative

normal velocity at the outer edge of the boundary layer (Fig. 3.4B) reveals that there is a

net normal flow of fluid, or normal flux, into the boundary layer characteristic of an

accelerating boundary layer. In contrast, the Blasius solution always shows positive

normal velocity at the edge of the boundary layer (Figs. 3.3B,3.4B), and is therefore a

decelerating boundary layer.
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Fig. 3.3 Two representative boundary layer realizations illustrating the
distinction between laminar-like and turbulent-like boundary layers.
Each data point represents information calculated from one particle pair
of the image pairs used for the given realizations. The first realization
shown (A-C) is from x = 0.50L on a scup swimming in the flume at 42
cm s-1, Re, = 4 x 104. The second (D) is from x = 0.53L on the dogfish
swimming in the flume at 20 cm s-l, Re. -= 4 x 104. (A) The u-profile of
the first realization showing agreement with a Blasius fit drawn as a
solid curve. (B) The v-profiles of the first realization and the Blasius fit
of (A). (C) The u-profile of the first realization compared to the law of
the wall by fitting the linear sublayer. The boundary layer distinguishes
itself as laminar-like as outlined in Fig. 2.1. (D) The dogfish boundary
layer realization showing good agreement with the law of the wall,
distinguishing the profile as turbulent-like. Note the slight shift in the
logarithmic region. The fit exhibits sharp contrast to the fit of the profile
shown in (C).
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Fig. 3.4 Two representative boundary layer realizations that are fit well
by the Falkner-Skan solution. The first realization shown (AB) is from
x = 0.50L on a scup swimming in the flume at 30 cm s-, Re., = 3 x 104.
The second (CD) comes from very close to the body trailing edge of a
scup swimming in still water at 14 cm s" and decelerating at 10 cm s
Re,, = 2 x 104. (A) The u-profile of the first realization with a Falkner-
Skan fit drawn as a solid curve. The dashed curve is the Blasius solution
with the same wall shear stress. (B) The v-profiles of the first
realization, the Falkner-Skan solution and the Blasius solution. (C) The
u-profile of the second realization. (D) The v-profile of the second
realization. The solid curve is the Falkner-Skan fit.
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The connection between normal flux and acceleration has to do with the

incompressibility and continuity of water. Imagine a constant diameter pipe carrying

water with a prescribed upstream volume input. If the pipe is tapped, so that water can be

pumped in or out, the downstream volume flow of the pipe can be changed.

Incompressibility and continuity require that the flow speed must also change. If water is

pumped in, flow must accelerate in the pipe in the vicinity of the tap. If we pump water

out, the pipe flow decelerates.

Fish boundary layer profiles occasionally resembled strongly decelerating

Falkner-Skan profiles characterized by highly inflected u-profiles with low wall shear

stress (Fig. 3.4C). The v-profiles of these realizations revealed flow out of the boundary

layer characteristic of boundary layer deceleration (Fig. 3.4D). Inflected boundary layers

of this type are often a sign of incipient separation (Batchelor, 1967). No profiles

indicative of separation were observed.

3.2.2 Flow condition in the boundary layer

In still water trials, boundary layer profile shapes always suggested laminar flow.

This is not entirely surprising since Reynolds numbers, Re, were 3 x 103 to 6 x 04, lower

than the standard critical range for boundary layer transition, Rex = 3.5 x I0W- 5 x I0W.

This range represents the predicted transition Rex for a flat plate in a flow exhibiting a

turbulence intensity of 1 - 2% (Van Driest and Blumer, 1963). In flume trials, however,

both laminar and turbulent profile shapes were observed even though Reynolds numbers

did not quite reach the critical value. The ambient turbulence of the flume, the roughness

of the fish surface and the unsteadiness of the flow over the fish might be expected to trip

turbulence at lower Reynolds numbers. The boundary layer over scup swimming in the

flume at 30 cm s-1 , Re = 6 x 104, was apparently always laminar over the entire body.

The boundary layer over a dogfish swimming 63 cm s-1, Re = 3 x 105, measured at x

Page 54



0.63L, Re., = 1.9 x 105, appeared to be primarily turbulent. In some cases, at Reynolds

numbers between these two values, the boundary layer apparently oscillated between

laminar and turbulent. When this was observed, turbulent profile shapes tended to appear

at the crest phase of the body wave. The boundary layer would generally return to a

laminar shape during the crest to trough motion.

The rigid-body case of the dogfish revealed an interesting effect. Flow appeared

laminar at x = 0.44L and turbulent at x = 0.69L. For the swimming dogfish, boundary

layer flow appeared to be laminar at x = 0.44L and x = 0.69L for most of the time with

some evidence of oscillating between laminar and turbulent at x = 0.69L. The

observation of laminar boundary layer flow at x = 0.69L during swimming suggests a

stabilization process. The same phenomenon was observed by Taneda and Tomonari

(1974) comparing the boundary layer flow for the rigid-body and various swimming

cases of a waving plate.

3.2.3 Local friction coefficients

Posterior to x = 0.8L in scup and x = O.5L in dogfish, the time averaged local

friction coefficients, Cft, of both species increase above the flat plate laminar and

turbulent values (Figs. 3.5,3.6). This increase in friction is much more dramatic in the

anguilliform swimmer. Local friction coefficients in the rigid-body case of the dogfish

do not show this increase and remain in between the laminar and turbulent flat-plate

values, i.e. the friction drag on the swimming dogfish is higher than that on the dogfish

stretched straight in the flow.

In many cases, the values of Cfr,, Ue, and 6vs. relative position, x/L, were

observed to depend both on species and the sign of the transverse velocity of the fish

surface (Fig. 3.6). Cft increases out of the range of flat plate friction more forward on the

body of the dogfish than on the scup (Fig. 3.6A,B). In both species, local friction
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Fig. 3.5 Time averaged local friction coefficients, C,, vs. local
Reynolds number, Re., on scup, V' and dogfish, '.', including the rigid
body case the dogfish, 'o.' Cf. is plotted versus Re, because it is known
that geometrically similar objects all have the same distribution of C4
with Re. regardless of size, speed or fluid environment. Plotting the
local friction coefficient vs. Re. is therefore the best way to compare the
distribution of friction over a set of objects in varying conditions of size,
speed and viscosity. The data were averaged over several locomotory
cycles from several swimming sequences at the same flume speed for
each species at 22 - 23 C: U = 20 cm sl for the dogfish, U = 30 cm s-
for scup. The lines labeled 'T' and 'L' are flat plate friction for
turbulent and laminar boundary layer flow with no streamwise pressure
gradient. On average, each data point shown, representing a whole cycle
average, represents 8 boundary layer realizations for scup, 34
realizations for the swimming dogfish and 8 realizations for the rigid
dogfish. Error bars are based on the maximum percent errors in the
determination of the slope of the linear sublayer, i.e. the wall shear
stress, for the boundary layer profiles contributing to each data point.
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Fig. 3.6 Plots of time averaged local friction coefficients, Cf4 , tangential velocity at the
edge of the boundary layer, U,., and boundary layer thickness, 8, as a function of relative
streamwise position, xIL, for the same data presented in Fig. 3.5. Time averages over
periods during which the fish transverse body velocity was positive or negative are

denoted by 'A' and 'V', respectively. Data from scup is presented in (A), (C) and (E).
Dogfish data is presented in (B), (D), and (F). The rigid body case is denoted by 'o'
connected by dashed lines. Turbulent and laminar flat plate friction, labeled 'T' and 'L,'
are included in (A) and (B) for comparison. On average, the data points for the opposite

directions of transverse velocity, 'A' and 'V', represent half as many realizations as for
the whole cycle averages of Fig. 3.5. Error bars are based on the maximum percent errors
in the determination of the variables presented for the boundary layer profiles
contributing to each data point.
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oscillates in phase with transverse body velocity (Fig. 3.6AB). In the dogfish, the time

average of Ue increases with streamwise position on the body (Fig. 3.6D), suggesting a

mean acceleration of both the boundary layer and the nearfield flow over the fish. In the

scup, the time average of Q, is close to U for the entire region that was measured (Fig.

3.6C). In both species, U, oscillates in phase with transverse body velocity (Fig. 3.6CD)

and local friction (Fig. 3.6AB) suggesting local oscillatory acceleration and deceleration

in the nearfield and boundary layer. The boundary layer thickness over the posterior

region of the dogfish, where local friction increases above flat plate friction, oscillates

1800 out of phase with transverse body velocity (Fig. 3.6F). Oscillatory effects in Cf, U¢,

and gare more pronounced in the anguilliform swimmer than in the carangiform

swimmer. Finally, the behavior of Cfk, U,, and Sin the rigid-body case is opposite to that

in the swimming dogfish (Fig. 3.6BDF), while scup data show some similarity to the

rigid case.

Uncertainties in CA, U., and Swere determined to be approximately ±31%, ±6%,

and ±21%, respectively, with some variation among specific trials depending on the

quality of the flow realizations. For example, the rigid-body case of the dogfish has

lower than average uncertainty in Cf4 (±19%) due to the large number of images of the

same event acquired; i.e. many particle pairs were sampled. Uncertainties were often

greater in one direction than another. For instance, the uncertainty in Cf4 for the

swimming dogfish was +42% and -21%. Where appropriate, error bars are used to

display the unique uncertainties of data points.

Data from scup swimming in the flume at swimming speeds ranging from 30 to

60 cm s-1 at a water temperature of 23.3 C shows that, in the neighborhood of x = 0.5L,

Cft falls within the range of values expected for flat plates (Fig. 3.7). The effects of

transverse body surface velocity at this position are consistently small compared to more

caudal positions (Figs. 3.6A, 3.7). Therefore, in some positions on fish Re. appears to be
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Fig. 3.7 Time averaged local friction coefficients, Cft, vs. length Reynolds number,
Re,,, at x = 0.50L from several scup swimming sequences ranging in swimming speed

from 30 to 60 cm s-1. No lines are drawn connecting these data points, 'o',' since they
do not represent the distribution of coefficients of friction along the body of a scup.
The data at each Re., represent 9 - 10 boundary layer realizations. Error bars are based
on the maximum percent errors in the determination of the slope of the linear sublayer,
i.e. the wall shear stress, for the boundary layer profiles contributing to each data point.
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sufficient to predict local friction, whereas at other positions local friction deviates from

flat plate friction and oscillates significantly.

3.2.4 Oscillatory behavior of the boundary layer

Oscillations in Cf,,, U, and 8, were highly correlated to the transverse velocity of

the body surface (Fig. 3.6). Local friction and U, tend to be highest when the fish surface

is moving into the fluid and lowest when the surface is retreating from the fluid; 8

behaves in the opposite manner. A more highly resolved picture of the relationships

between Cft, Ue, 8, and V, vs. body phase was obtained using polar phase plots for the

dogfish swimming 20 cm s-1 (Figs. 3.8,3.9). Cft and U, are roughly in phase. Boundary

layer thickness is roughly 1800 out of phase with Cft. Normal flux oscillates in roughly

1800 out of phase with transverse body velocity. In addition to these previously

described trends, the phase plots reveal a clockwise procession of maximum Cft, U,, 4
and possibly V, with increasing relative position, x/L. This procession suggests that the

distributions of these variables can be characterized as waves traveling along the body of

the fish with wavelengths and speeds different from those of the body wave. The details

of these 'distribution waves' will be discussed below.

3.2.5 Oscillation of normal velocity

Not only was V, observed to oscillate with body motion, but sequences of normal

velocity profiles in both scup and dogfish swimming in the flume also revealed

oscillation throughout the entire profile (Fig. 3.10). In both species, the sign of the

normal velocity throughout the boundary layer is 180° out of phase with transverse body

surface velocity. As the body surface moves into the fluid, normal velocity is negative.

During retreat, it is positive. At this short distance from the fish surface,

incompressibility and continuity predict that this behavior is not simply a relative velocity

effect. Furthermore, if the effect were strictly due to relative motion, the v-profiles
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Fig. 3.8 Phase plots of local friction coefficients, Cft, and boundary layer thickness, 4,
from 10 swimming sequences of the dogfish at the same swimming speed, U = 20 cm
s-t, at three streamwise positions, representing 100 boundary layer realizations. The
three positions along the body examined were, x = 0.44L, 0.53L and 0.69L. Each
phase plot presents the behavior of a particular boundary layer variable vs. body phase
measured at a particular position along the fish. Crest of the body surface corresponds

to phase, 0 = 900; trough corresponds to 0 = 2700. Time and phase increase in the
counterclockwise direction, and radial distance expresses the magnitude of the
boundary layer variable plotted. The radial scaling is printed between the angular
positions 600 and 900. A solid radius is drawn on each phase plot to mark the phase of
the maximum value of the variable displayed. Consider the plot of Cft at x = 0.69L. At
O= 0P, the body is cycling from trough to crest, and Cft is equal to 0.033. The highest
positive transverse body velocities occur near this phase. As the phase reaches 900, the
body reverses direction. Cf, decreases, reaching a minimum of 0.005 near b = 1500.
At trough, 0 = 2700, friction is increasing and reaches a maximum near 0 = 3300 as the
body is thrust toward the fluid. The cycle then repeats itself. The set of three plots for
each variable are drawn to the same scale so that magnitudes as well as phase
relationships can be compared. For example, one can observe the mean streamwise
increase in C4, noting the progressive increase in area enclosed by the plotted curves.
These curves are 4h degree polynomial fits of the boundary layer data. They are
constrainbd to be periodic, but not sinusoidal, by equalizing function values and slopes
at the cycle beginning and end. This method of fitting the data allows for asymmetric
phase plots.
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Fig. 3.9 Phase plots of tangential and normal velocity at the edge of the boundary
layer, Ue and Ve, for the same 10 swimming sequences of dogfish swimming (20
cm s"-) as in Fig. 3.8. The details of the construction of the phase plots are
described in the legend of Fig. 3.8. For Ve, the solid lines represent positive values,
or outflow, and the dashed lines, negative, or inflow. The increasing area enclosed
by the plots of U, show mean streamwise acceleration as shown in Fig. 3.6D.
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Fig. 3.10 Time series of normal velocity profiles, v-profiles, from scup (x = 0.77L,
U = 30 cm s-1) and dogfish (x = 0.53L, U = 20 cm s") swimming sequences in the
flume, together with transverse body surface velocity, or wall velocity, v". The
dashed vertical lines represent the v = 0 axis for each profile and are positioned at
the times of the realizations. These times correspond to the times at which v, was
determined. Velocities within the profiles can be determined on the basis of the
velocity scale bar shown and the respective v = 0 axis-positive to the right,
negative to the left (e.g. Fig. 3.4D).
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would be expected to exhibit velocities equal to the transverse wall velocity throughout

the boundary layer.

3.2.6 Incipient separation

While no boundary layer separation was observed in the fish studied, incipient

separation was seen in 6 swimming sequences. Figs. 3.11 and 3.12 show examples of

incipient separation in scup in both still and flowing water. The example from still water

(Fig. 3.11) dramatically demonstrates the highly inflected, low shear boundary layer

profile shape of incipient separation. Our data show that incipient separation occurs after

wall velocity, v., becomes negative, and that friction essentially drops to zero where the

inflected profiles occur.

In the flume, a time sequence of the boundary layer behavior was obtained that

included incipient separation (Fig. 3.12). As in the still water example (Fig. 3.11),

incipient separation occurs close to where wall velocity goes negative. Local friction

decreases noticeably. The time sequence suggests that the inflected boundary layers,

which occur at troughs, are stabilized as the body phase cycles toward the subsequent

crests. In the flume, instances of inflected boundary layers were observed twice in

separate sequences of scup swimming 30 cm s-1 and once in the dogfish swimming 20 cm
-1.

3.2.7 Total skin friction and friction coefficients

Table 3.1 presents calculations of total body friction drag and corresponding

friction coefficients for scup (swimming) and dogfish (swimming and rigid). Power

required to overcome friction drag is presented. In Fig. 3.13, the coefficients of friction

are plotted vs. Re together with flat plate friction for comparison. The coefficients of

friction for swimming scup and the rigid dogfish fall within the range of flat plate friction
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Fig. 3.11 Boundary layer development (i.e. u-profiles), transverse body surface
velocity, v,, and local friction coefficients, Cft, over a swimming scup showing
incipient separation. The u-profiles shown were observed 5 cm above the
centerline of the fish and spanned from the leading edge to the trailing edge of the
body for a chord length, L4, of 9 cm. The dashed vertical lines represent the u = 0
axis for each profile and are positioned at the relative streamwise position on the
fish, xIL,, of the given realization. These positions correspond to the positions at
which v. and Cft were determined. Velocities within the profiles can be determined
on the basis of the velocity scale bar shown and the respective u = 0 axis-positive
to the right, negative to the left (e.g. Fig. 3.3A). The decreased distance between
successive u = 0 axes reveals that the fish was decelerating. The very quiet, or
uniform, flow just outside of the boundary layer shows that this is a still water trial.
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Fig. 3.12 Time series of tangential velocity profiles, u-profiles, showing incipient
separation at x = 0.77L, near the peduncle of a scup swimming 10 cm sl in the
flume. Approximately one locomotory cycle is shown as revealed by the plot of
transverse wall velocity, v,. Incipient separation occurs most clearly in the two
profiles measured between t = 0.7 and 0.8 s. The data at the start of the time series,
although they are of poor quality, are attached and stable. The dashed vertical lines
represent the u = 0 axis for each profile and are positioned at the times of the
realizations. Velocities within the profiles can be determined on the basis of the
velocity scale bar shown and the respective u = 0 axis-positive to the right,
negative to the left (e.g. Fig. 3.3A).
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Table 3.1 Total drag calculations based on measured wall shear stress distributions
over scup and dogfish

M. canis M. canis S. chrysops S. chrysops
rigid-body flume still water flume

Swimming speed, U cm/s 20 20 10 30
emperature, T C 22.8 22.8 23.3 23.3

Lateral body area, A m2  0.0213 0.0213 0.0206 0.0206
Length, L cm 44.4 44.4 19.5 19.5
Mass, M kg 0.218 0.218 0.166 0.166
Measured friction drag, D, N 0.0033 0.0064 0.0013 0.0067
Theoretical flat plate friction drag, Dft N 0.0018 0.0018 0.0007 0.0044
Measured friction drag coefficient, C, 0.0076 0.0146 0.0127 0.0071
Theoretical friction drag coefficient, Ch 0.0041 0.0041 0.0068 0.0047
Dr/D# 1.8 3.6 1.9 1.5
D,/ measured rigid body friction drag 1.0 1.9
Power required to overcome D, mW na 1.3 0.13 2.0
Mass of red muscle per mass of fish 0.0332* 0.0209**
Mass of red muscle kg 0.0072 0.0035
Power required per mass red muscle W/kg 0.2 0.6
Power available per mass red muscle W/kg > (3 to 8)*** > (3 to 8)***

*Based on estimates from the data of Greer-Walker and Pull (1975) for spiny dogfish
(Squalus acanthias), and the distributions of red muscle in scup (S. chrysops) from
Zhang et al. (1996) and Pacific mackerel (Scomberjaponicus) from Graham et al.
(1983), see text

**Zhang et al., 1996

***Based on power outputs at in vivo conditions for scup (S. chryspos) from Rome et
al. (2000), and Swank and Rome (2001), see text
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Fig. 3.13 Total coefficients of friction, Cf, vs. Reynolds number, Re, calculated for
scup, 'V', and dogfish, Wer' (Table 3.1), including the rigid body case of the
dogfish, 'o.' Turbulent and laminar flat plate total friction coefficients, labeled 'T'
and 'L,' are included.
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for laminar and turbulent flow. The coefficient of friction for the swimming dogfish falls

above this range.

3.3 Discussion

3.3.1 The nature of the fish boundary layer

In the most general sense, the boundary layer of swimming fish can be

characterized by streamwise trends and local oscillations in Cft, U,, 4, Vt and overall

profile shape. Strearnwise trends proved to be highly dependent on swimming mode

(Fig. 3.6). Local oscillations of boundary layer related variables occurred similarly in

both the dogfish and scup, though the amplitudes of oscillation were greater in the

dogfish. The data reveal that all of these behaviors can be understood from the

perspective of two superimposed fluid accelerations: mean streamwise acceleration and

local oscillatory acceleration that is correlated to the transverse motion.

The streamwise increase of Ue in the dogfish is evidence of mean streamwise

acceleration of the nearfield and boundary layer flow. The time averaged values of Cf4

increase and Sdecrease as would be expected in a boundary layer under an accelerating

exterior flow. No significant mean strearmwise acceleration was observed in scup;

however, the nearfield flow was not observed to decelerate either. The absence of mean

acceleration over the scup follows from the tendency of carangiform swimmers to

produce the majority of their thrust at the caudal fin. Mean streamwise acceleration is a

sign of thrust production. The difference between scup and dogfish in this regard can be

understood considering the relatively small wave amplitudes present in carangiform

swimmers. Studies of swimming performance after complete caudal fin amputation

(Breder, 1926; Gray, 1968; Webb, 1973) show that carangiform swimmers are able to

compensate surprisingly well for the loss of fin thrust by increasing body wave amplitude
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and frequency. The observed differences in amplitude and frequency after complete

amputation suggest a change in swimming mode on the part of the fish. Mean

streamwise acceleration of the nearfield might be expected to occur over a larger portion

of the body in these fish since they have only their bodies to produce thrust in the

amputated state. However, it does not follow that carangiform swimmers actually do use

their body wave to produce a significant amount of thrust forward of the caudal fin.

When the caudal fin is amputated, one would not expect the fish to use the same body

motion to swim as it did with the caudal fin intact. Therefore, it would be tenuous to

conclude that since a carangiform swimmer with its caudal fin amputated uses body

based thrust to swim that the same is true when the tail has not been removed. Our data

suggest low body based thrust in scup compared to caudal fin based thrust since mean

streamwise acceleration of the nearfield fluid forward of the peduncle, which would be

the evidence of the body producing thrust with the body forward of the peduncle, was not

observed.

In both scup and dogfish, Lie and Swere observed to oscillate 1800 out of phase

with each other. Cft behaves as would be expected according to the first order

approximation, r,- -,Ui8 (Eq. 2.14). This and the concurrent oscillation of the v-profile

(Fig. 3.10) reveal a cycle of local tangential acceleration and deceleration of the boundary

layer at any given position along the fish. As explained earlier, positive and negative

normal velocity relative to the body at the edge of the boundary layer are evidence of

normal flux out of and into the boundary layer, respectively. In general, tangential flow

accelerates as the body cycles from trough to crest, and decelerates as the body cycles

from crest to trough.

One might argue that normal flux exhibited by the v-profile is simply the

observation of relative motion due to the surface fixed coordinate system, but that would

be true only if one were focusing on the far-field, where there is negligible impact on the

flow due to the fish. Allen (1961) apparently uses this far-field concept to explain his
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supposed observation of boundary layer thickness oscillation. In contrast, the normal

flux revealed in Fig. 3.10 occurs at the level of the nearfield and boundary layer.

Therefore, it is not merely relative fluid motion. If this were so, we would expect the

normal velocity to match the movement of the fish surface with decreased distance from

the fish, due to the incompressibility of water and the no-flux boundary condition at the

fish surface. The fact that the opposite effect is observed at the edge of the boundary

layer indicates tangential and/or cross-stream boundary layer acceleration.

3.3.2 Wave-like distributions of boundary layer variables and pressure

As mentioned earlier, the oscillatory behavior of CfA, U,, 6, and Ve with relative

position along the fish suggest that the streamwise distributions of these variables can be

represented as traveling waves moving in the same direction as the fish body wave. The

clockwise procession of maximum values in the phase plots reveal an ever increasing

downstream shift in the streamwise distributions of the variables with respect to the phase

of the body traveling wave (Figs. 3.8 3.9). Regular periodic behavior of these variables

at fixed positions on the fish reveals that these 'distribution waves' and the body traveling

wave have the same frequency, f. Since c = 4f, the increasing streamwise phase shift of

the variable distributions with respect to the body wave is therefore due to the distribution

waves having a longer wavelength, 2, and higher wave speed, c, than the body traveling

wave.

Wave speeds and wavelengths of the distribution waves can be determined from

the streamwise rate of procession. The procession of local friction is approximately 320

as x changes from 0.44L to 0.53L. Between x = 0.53L and 0.69L, procession is

approximately 65'. Therefore, the ratio of procession to change in body position, i.e. the

rate of procession, is roughly constant. Taking the procession of all the variables in Figs.

3.8 and 3.9, procession along the body wave per body length is about 400', i.e. 7.0 rad. If
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procession per unit length is roughly constant, then the wavelength and wave speed of the

streamwise distribution of local friction are roughly constant.

The item of interest is how far the friction distribution travels relative to the body

wave. Let 4o be the procession of the friction distribution through the body wave in

radians per unit body length traveled by the friction distribution. If the friction

distribution moves a distance AxF along the body, then it moves through the body wave a

distance, Axp, of

AXP = /oAxF AB (3.3)

where AB is the body wavelength. Axp can be thought of as the 'length of procession'.

The distance moved by the friction distribution AxF is equal to Axp plus the distance the

body wave traveled, AxB, that is,

AxF = AxB + €OAxF .B (3.4)
2;r

Therefore, the distance moved by the friction distribution relative to the distance traveled

by the body wave is

=__ (3.5)

2;r
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This is also the ratio of the speed and wavelength of the friction distribution along the

body relative to the body wave speed and wavelength. In the dogfish, swimming 20 cm

s-1, the measured body wavelength, 2B, was 27 cm, and body length, L, was 44.4 cm.

Substituting this and 0, = 7.0 rad/44.4 cm into Eq. 3.5 leads to a ratio of 3.1, that is, the

friction distribution travels 3.1 times faster along the body than the body wave.

Boundary layer thickness exhibits the same rate of procession. Ue appears to have the

same rate of procession despite the larger phase shift between x = 0.44L and 0.53L.

There is so little variation in Ue at x = 0.44L that it is possible that there is significant

error in the determined phase of the maximum. Finally, normal flux exhibits the same

rate of procession for x = 0.44L to 0.53L, but very little procession occurs between x =

0.53L and 0.69L.

Taken together, the general procession of all four variables (Figs. 3.8,3.9) is

evidence of a traveling pressure distribution over the fish. Boundary layer thinning,

negative normal flux and the increase in Ue can be understood as being linked to

accelerations of the boundary layer and nearfield flow. These accelerations, in turn, can

be thought of as being driven, at least in part, by pressure gradients. We assume here that

maxima in boundary layer acceleration, as evidenced by Cft, U,, A and V,, are indicative

of maxima in pressure gradient. Therefore, the pressure distribution around the fish

behaves like the distributions of these variables in wavelength and wave speed.

From this assumption, the data in Figs. 3.8 and 3.9 predicts that when the body

wave crest has reached the peduncle of the fish and the pressure maximum resides on the

rearward facing surface of the caudal fin. In the same way, pressure minima shift to

positions on the forward facing surfaces of the posterior body and caudal fin. This

orientation on pressure maxima and minima would result in thrust production over the

posterior half of the body. On the anterior half of the body, pressure maxima occur on

the forward facing surfaces and pressure minima occur on the rearward facing surfaces,

as is normally the case for a non-thrust producing body moving through a fluid.
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Therefore, the pressure distribution suggested by the behavior of the boundary layer,

independent of the assumption of thrust production, is in elegant agreement with the

expected hydrodynamics in fish. This suggests that analysis of the boundary layer may

be an invaluable tool in the investigation of the hydrodynamics of undulatory swimming.

3.3.3 Drag enhancement and drag reduction

Friction drag on the swimming dogfish is higher than rigid-body friction drag, as

predicted by Lighthill (1971). The data in Table 3.1 reveal that the friction drag on a

swimming dogfish is 3.6 times the theoretical flat plate friction drag, and 1.9 times the

measured rigid-body friction drag. The difference in these two ratios is due to the fact

that the friction drag on the rigid dogfish is greater than flat plate friction. In scup, drag

enhancement was observed to be less pronounced than that observed in the dogfish, and

measured friction drag was calculated to be only 1.5 - 1.9 times theoretical flat plate

friction, thus it is not certain that friction drag on the swimming scup is higher than that

on a rigid scup. Friction on a rigid scup was not measured. Interestingly, the behaviors

of Cft, U, and 8for the swimming scup are not dramatically different from the rigid

dogfish (Figs. 3.5,3.6). This may be due to the fact that a carangiform swimmer deviates

less from a rigid body than does an anguilliform swimmer (Breder, 1926).

Fig. 3.6 reveals that enhanced friction drag can be linked to boundary layer

thinning in both species, thus supporting the hypothesis of Bone and Lighthill. However,

greater values of U, in the swimming dogfish compared to the rigid-body case suggests

that mean streamwise acceleration of the nearfield is a second, independent mechanism

of enhanced friction drag. While the hypothesis of Bone and Lighthill requires transverse

motion to operate, any streamwise acceleration of the flow around a body can result in

increased friction drag, regardless of transverse motion. Of course, there would be no

acceleration of the flow around a fish if the fish were not waving its body, but the Bone-

Lighthill hypothesis is more closely linked to the transverse body motion than this second
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hypothesis. The streamwise acceleration hypothesis is linked to the mean flow field

arising from a propulsive system that generates thrust over a significant portion of its

body. This would occur whether or not the body used undulatory propulsion as long as

the thrust producing elements were close to the body surface. A non-undulatory example

in animal swimming might be the squid, for example L pealei. This organism propels

itself using a high velocity jet that exits beneath its arms. The accelerated flow over the

surface of the arms undoubtedly leads to enhanced friction drag.

It might be argued from the dogfish data at x = 0.69L that only the Bone-Lighthill

hypothesis is acting. At this position, boundary layer thickness over the swimming

dogfish is approximately 1/4 times that over the rigid dogfish (Fig. 3.6F), while the local

friction on the swimming dogfish is 4 times that on the rigid dogfish (Fig. 3.6B). The

linear approximation, r _=uU,1, suggests that boundary layer thinning alone is enough

to explain the enhanced friction drag. This arguments fails, however, because the

boundary layer at x = 0.69L on the rigid dogfish was clearly turbulent, while the

boundary layer on the swimming dogfish at this position appeared to be laminar for the

majority of the time. The shapes of laminar and turbulent profiles are radically different

and the approximation, r, =_ IU,/8, breaks down. The Bone-Lighthill hypothesis does not

include the effects of such differences in boundary layer condition. Their estimate that

boundary layer thinning can lead to swimming friction drag that is 3 - 5 times greater

than rigid-body friction drag is made assuming that the boundary layer flow condition is

the same in both the swimming and rigid-body cases. If the boundary layer on the rigid

dogfish were laminar, rather than turbulent, it would have been up to 40% thinner and

had a lower local friction. Therefore, the calculated drag enhancement at x = 0.69L

would be greater than 4 times, while the boundary layer thinning would be less than 4

times. Then, by the linear approximation of r,, the degree of boundary layer thinning

between the rigid and swimming cases would not be enough to account for the increase in

local friction. Furthermore, the fact that U, at x = 0.69L for the swimming dogfish is 1.6
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times that for the rigid dogfish (Fig. 3.6D), makes it very difficult to argue that mean

streamwise acceleration has no impact on the local friction at this position.

In scup, no obvious mean streamwise acceleration of the nearfield flow was

observed (Fig. 3.6C), while friction increases by almost a factor of two between x =

0.77L and x = 0.91L. Fig. 3.6E reveals that boundary layer thickness decreases by almost

50% between these two positions, and the Lighthill-Bone hypothesis can account for the

streamwise increase in local friction. The lack of mean streamwise acceleration in scup

may therefore explain the lower drag enhancement in scup (Fig. 3.6A), illustrating a way

in which the carangiform mode of swimming leads to increased efficiency. Ughthill

(1969) details other beneficial aspects of the carangiform mode. In contrast, anguilliform

swimmers use large amplitude motions over a significant portion of the body to

accelerate flow (Figs. 3.6D, 3.9) and produce thrust anterior to the caudal fin. The price

is significantly increased drag (Figs. 3.6B, 3.8) and, most likely, decreased efficiency.

3.3.4 Drag reduction mechanisms

The suggestion of enhanced drag, especially in dogfish, does not exclude the

possibility that drag reducing mechanisms are operating in fish swimming. Two possible

mechanisms observed by Taneda and Tomonari (1974) were suggested in fish boundary

layers. They are form drag reduction by delayed separation and friction drag reduction

by partial or total laminarization. Fish boundary layers strongly suggested the former

effect, which will be discussed in detail below. As to laminarization, both laminar and

turbulent boundary layer flow were observed under various circumstances. Not

surprisingly, turbulent boundary layers occurred at lower than critical Reynolds numbers

in the flume, but flume turbulence did not cause turbulent boundary layer flow over the

whole fish at all times as has been suggested by Webb (1975). Even at high Reynolds

numbers, the boundary layer appeared, in some cases, to oscillate between laminar (in

troughs) and turbulent flow (on crests) as in the waving plate of Taneda and Tomonari
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(1974). These observations reveal that although fish do not completely suppress

turbulence, there is likely some stabilization enacted by the body motion, which could

lead to energy savings by some friction drag relief.

The observation of turbulent boundary layer flow in certain circumstances

presents the possibility yet another drag reducing mechanism--turbulent boundary layer

drag reduction by surface features, such as mucus or riblets. Dermal ridges on sharks

have been shown to act as riblets in reduction of turbulent boundary layer drag (Reif,

1982; Bechert et al., 1985). There is also evidence that the mucus of fish can reduce

turbulent boundary layer drag in the same way that large polymer additives have been

observed to do (Webb and Weihs, 1983). These mechanisms only operate when the

boundary layer is turbulent. Fish would not be expected purposely to trigger turbulent

boundary layer flow to gain drag reduction by such methods-a laminar boundary layer

would be preferable. Nevertheless, fish may benefit somewhat from such mechanisms,

since their boundary layers do show instances of being turbulent.

The apparent conflict of suggesting that both drag reduction and enhanced friction

drag occur simultaneously in undulatory swimming arises from a subtlety in the

definition of drag reduction in undulatory swimming. Drag reduction should not simply

be thought of as an improvement in the swimming state over the rigid body. By that

definition, there is certainly no friction drag reduction (Figs. 3.5, 3.6B). More accurately,

drag reduction is an improvement within the realm of the swimming state. For example,

consider the proposed turbulent drag reduction by dermal ridges, or riblets, in sharks. If

riblets lead to a reduction in drag in sharks, we would expect lower drag on a live fish

compared to that of an identical robotic fish without riblets swimming with identical

kinematics. It would not make sense to compare the drag on a rigid body, with or

without riblets, to the drag on a swimming fish with riblets. In light of the friction drag

enhancement confirmed by our observations, it is likely that the swimming fish, even

with riblets, would have a higher drag. The decision of whether or not drag reduction is
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present really has nothing to do with the stretched-straight case unless the purpose is to

test the advantages of fish-like vehicles or to study coasting in fish, as in the investigation

of burst and coast swimming by Weihs (1974). For this same reason, even the term 'drag

enhancement' needs to be used carefully. In general, fast swimming fish and cetaceans

need to undulate some portion of their bodies in order to swim, and the rigid-body state is

not an option. Hydrodynamic optimization in biology must be viewed within this

constraint.

No separation of flow was observed in scup or dogfish. Separation of flow is the

result of momentum losses, or decelerations, that eventually prevent the continued

streamwise progress of the boundary layer fluid along the body surface. These losses in

momentum are generally due to pressure gradients working against the streamwise fluid

motion. Such pressure gradients are referred to as adverse. Boundary layer profiles from

the caudal fin of a swimming scup revealed attached flow. Similarly, Taneda and

Tomonari (1974) observed the flow on a waving plate to remain attached to the trailing

edge. They hypothesized that acceleration of flow, which they observed along the

waving plate, explained the prevention of separation observed. Such acceleration is

evidence of a favorable, mean streamwise pressure gradient, opposite to that which would

result in flow separation. The mean streamwise acceleration we have observed in dogfish

suggests the same stabilization process. The similarity of the dogfish to the waving plate

of Taneda and Tomonari (1974) is reasonable since the plate was operated at a swimming

mode similar to the anguilliform mode.

In scup, although no obvious mean streamwise acceleration was observed, the fact

that no significant mean deceleration of the nearfield and boundary layer flow occurred

may explain why no separation was observed. Momentum is certainly being removed at

the fish surface by friction, and since the flow over the fish does not decelerate, the

addition of some potentially stabilizing momentum is sustaining the relatively constant

streamwise flow over the fish. It is also possible that an oscillatory effect similar to the
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enhanced friction hypothesis of Lighthill and Bone is operating. If the diffusion of

momentum out of the boundary layer as the fish surface cycles from crest to trough is

slower than the production of momentum as the surface is thrust into the fluid, then there

will be a net increase in boundary layer momentum. Boundary layer profiles signaling

incipient separation were always observed during the crest to trough motion and were

apparently stabilized as the surface moved from trough to crest.

The occasional appearance of incipient separation and subsequent stabilization

may be evidence of complex flow manipulation on the part of the fish, which may be

used to optimize the ratio of thrust to drag. Avoiding separation, a fish essentially

eliminates form drag and increases the effectiveness of the caudal fin in thrust

production. At the same time, more 'strongly attached' boundary layers mean higher

wall shear stress and therefore increased friction drag. Perhaps fish tune swimming

movements to take advantage of the lowered shear stress of a nearly separating boundary

layer, while simultaneously benefiting from the reduced form drag and increased lift of

fully attached flow. The inflected boundary layer profiles observed may be an example

of the fish 'pushing the envelope' and, as the time sequence implies, the fish quickly

corrects back toward the attached state. Fig. 3.5 reveals that drag enhancement in scup is

significantly less than in the dogfish. The lower drag may be the result of the proposed

optimization, since inflected boundary layers were more often observed in the

carangiform swimming scup. However, the data from the dogfish may not have been

sufficiently near the tail to test for the phenomenon.

Another explanation for the appearance of inflected profiles is some disturbance

in the flow, but in this case one might have expected to see inflected boundary layers on

both fish at several different positions. Instead, inflected profiles, with the exception of

the single case in the dogfish, occurred near trailing edges. Regardless of the origin of

the inflected profiles, it follows from the suggested correction mechanism that fish are

able to sense near-wall hydrodynamic parameters, such as shear and pressure, and
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quickly adjust muscular control of swimming motions to optimize efficiency. For many

years, it has been suggested that the neuromasts of the fish lateral line system are capable

of just such flow sensing (Coombs and Montgomery, 1999).

The boundary layer of swimming fish suggests a favorable trade-off between

thrust production, separation control and friction drag in undulatory swimming. The

similarity of our data to those of Taneda and Tomonari (1974) on a waving plate lends

weight to numerical and experimental studies focusing on this simplified geometry.

Perhaps small variations in swimming parameters would require higher shear profiles to

insure attachment, or lead to changes in the duration of laminar periods in the boundary

layer oscillation thereby increasing or decreasing friction drag. Simultaneous effects on

form drag and thrust production would doubtlessly occur in this highly non-linear system.

It should be noted that 'optimum' is not necessarily synonymous with efficient, since

issues, such as escape may be equally important. Knowledge of the boundary layer

brings us closer to answering an important question regarding optimization in undulatory

locomotion: What slight perturbations of fish swimming motions lead to a more or less

advantageous locomotory mechanism?

3.3.5 Two-dimensional analysis of a three-dimensional phenomenon

As mentioned in the introduction, three-dimensional boundary layers have a third

component profile, the w-profile, tangent to the body surface and transverse to the

streamwise direction. This component is often referred to as the cross-flow component of

the boundary layer. The cross-flow component certainly exists over the surface of an

undulatory swimmer in light of the three-dimensionality of their bodies and locomotory

movements. Occasional difficulties in matching the particles of an image pair, especially

at the trough phase of the body surface, suggested cross-flow and possibly transverse

separation. Wolfgang et al. (1999) present numerical evidence that flow over the

majority of a laterally compressed fish is highly two-dimensional. Three-dimensional
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effects become important along the dorsal and ventral edges. Three-dimensional flow,

however, is not as important to the determination of streamwise skin friction, since it is

the tangential profile in the streamwise direction that determines the streamnwise

component of wall shear stress. Wall shear stress due to cross-flows does not contribute

to the rearward friction drag, but they do have the potential to affect swimming

performance in a variety of ways. First, in all undulatory locomotion, wall shear stress

associated with cross-flow would resist transverse motions of the body, stealing energy

from the muscles. This is in addition to any form drag or induced drag due to possible

transverse separation of the boundary layer as cross-flows move around the oscillating

body segments. Second, the distribution of cross-flow wall shear stress over the animal

could result in a net force in the cross-stream direction--dorso-ventral for fish and lateral

for cetaceans. This effect would not be expected to occur in cetaceans owing to

symmetry with respect to the plane in which undulatory motion takes place.

3.3.6 Power to overcome friction drag

Friction drag was used to estimate minimum power output during swimming.

Our calculation of power per muscle mass necessary to overcome friction drag for a scup

swimming 30 cm s- at a temperature of 23 C is 0.6 W/kg (Table 3.1). This is based on

red ('slow') muscle mass, using the value 2.09% for red muscle mass to body mass as

determined by Zhang et al. (1996). Swank and Rome (2000) and Rome et al. (1992)

found that scup, of similar size to those used here, primarily use red muscle for

undulatory propulsion at speeds lower than about 80 cm s' at 20 C. Swank and Rome

(2001) and Rome et al. (2000) drove excised scup red muscle at in vivo strains and

stimulation patterns and measured power to range from approximately 1 to 14 W/kg

along the body (x/L = 0.3 - 0.7) at 10 C for a swimming speed of 30 cm s-. The shapes

of the power distributions they report and the distribution of red muscle mass determined

by Zhang et al. (1996) suggest that the average of the power distribution is a safe lower

bound for available power per unit mass. This works out to between 3 - 8 W/kg, and
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suggests that our calculated power requirement to overcome friction drag at 23 C and 30

cm s1 (0.6 W/kg), is only a fraction of the available muscle power. Furthermore, Rome

and Swank (1992) observed maximum power output by scup red muscle to more than

double as temperature increased from 10 to 20 C. Power at in vivo conditions at 20 C for

a swimming speed of 80 cm s" ranged from 4.4 - 24.3 W/kg over the same region of the

scup (x/L = 0.3 - 0.7) (Rome et aL, 1993). This gives a lower bound average of about 12

W/kg. It should be noted that at 30 cm s1 scup tend to include occasional pectoral fin

strokes in their swimming pattern. This decreases overall power requirements of the red

muscle used for undulatory propulsion, thus the calculated power requirement per muscle

mass that we report is higher than the actual value under these conditions.

Higher speeds result in higher power requirements. The power to overcome

friction increases as U3. Maximum swimming speed observed in scup was about 100

cm/s. This suggests power required may be as high as 22 W/kg. Optimized oscillatory

power measured by Rome et al. (2000) was 31 W/kg for scup at 20 C, but this value is

achieved using contraction frequencies different from what occurs in vivo. This is the

likely explanation for why scup do not swim using red muscle alone above about 80 cm s
at 20 C. This is in agreement with our observation that scup could not swim for more

than a few minutes at 100 cm s 1 suggesting, instead, that they are recruiting white ('fast')

muscle, which functions anaerobically. White muscle makes up 51% of the scup body

mass (Zhang et al., 1996) and tends to have a higher maximum power output

(Altringham, 1994). Thus available power is not an issue on the short haul. We observed

that sustainable speeds in scup max out closer to 60 cm s-. At this speed, the U3 effect

would only predict a power requirement of about 5 W/kg--well within the expected range

for red muscle at 23 C based on the discussion above.

It should be mentioned here that friction drag is only part of the total

hydrodynamic drag acting on the scup and the power required to overcome friction drag

should be, indeed, only a fraction of muscle output capabilities. Of course, before the
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power required to overcome total drag can be calculated, flow separation and induced

drag must be more thoroughly researched, and friction from flow over fins and through

gills should be considered (Webb, 1975).

Available muscle power in the smooth dogfish swimming 20 cm s-1 (Table 3.1)

was estimated using (1) the power for scup red muscle, (2) the distribution of red muscle

mass for scup (Zhang et al., 1996), and (3) the percent of red muscle in a steak section of

a spiny dogfish (Squalus acanthias) at x/L = 0.67 (Greer-Walker and Pull, 1975). Greer-

Walker and Pull (1975) report that 14.3% of the total muscle mass at x/L = 0.67 in spiny

dogfish is red muscle, whereas the value is about 9% in scup (Zhang et al., 1996). This

results in an estimate of red muscle per body mass in spiny dogfish of about 3.3% vs.

2.09% in scup as reported by Zhang et al. (1996). This results in a power requirement of

just 0.2 W/kg. As for the scup, the estimates predict that there is plenty of muscle power

available to overcome friction drag, even if 3.3% is a significant overestimate. Based on

the WJ effect on power required to overcome friction with increased speed, the predicted

power requirement at 60 cm s-1 for dogfish at 23 C is 5.4 W/kg.

3.3.7 The advantages of boundary layer visualization

The analysis of drag, thrust, power, and pressure distribution from the

measurements of the flow around a swimming fish is an attractive alternative to

theoretical hydrodynamic models. The application of existing hydrodynamic models to

real fish shapes is limited, and it is difficult to incorporate the effects of complex

locomotory patterns. Not only do experimental studies avoid such difficulties, but they

are also necessary to validate existing theory. In this way, high-resolution flow

visualization, which has enabled us to quantify flow as close as 0.1 mm from the body of

a swimming fish, promises a new perspective on the mechanisms of undulatory

locomotion and opens a door to much needed comparative studies.
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x/L

Fig. 4.1 Images of representative specimens scaled by length for comparison of body
shape and structure: (A) mackerel, (B) bluefish, (C) scup, and (D) eel. Scale is shown
twice to facilitate comparison. Note that length, L. in this investigation is measured from
the snout to the fork of the tail, so called 'fork length*.
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Chapter 4

Advances in data acquisition

The preliminary investigation of the fish boundary layer was limited in scope due

to the difficulties of acquiring and analyzing images of the flow. In order to resolve the

boundary layer, a field of view on the order of I cm x 1 cm was necessary. Based on the

size of the test section used, there was roughly I in 4000 chance of the fish swimming

through the field of view at any given second, and not all images acquired were usable

data. Certainly, nothing in the way of rigorous ensemble averaging of data from various

body positions and body phase were possible, except in a few unusual circumstances.

Limits on the number of images that could be acquired and stored in a given amount of

time further limited the ability to get sufficient data. These problems also made a larger

comparative study more difficult. The following sections describe in detail a highly

automated system developed by the author to acquire and efficiently reduce large

quantities of boundary layer data on freely swimming fish. The system is a powerful tool

for any work involving flow visualization around moving subjects or for experiments

involving precision movements of the field of view in three dimensions.

4.1 Specimens and trials

Four species of fish were studied: (1) American eel, Anguilla rostrata, (2) scup,

Stenotomus chrysops, (3) bluefish, Pomatomus saltatrix, and (4) Atlantic mackerel,

Scomber scombrus. Fig. 4.1 shows representative sideview images of each fish species

scaled by length, L, to facilitate comparison of body shapes and structures. Table 4.1

summarizes all of the experimental trials and significant experimental variables including

numbers of each species used, and average fish lengths and masses. A total of 24 live
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specimens were studied in 192 swimming sequences lasting 5 to 15 min. This represents

4,500-13,500 image pairs per sequence of which 10% or more generally resulted in

usable data, totaling about 120,000 boundary layer realizations. In addition, 17

euthanized specimens were studied in 133 sequences in which the fish were mounted
'stretched-straight' in the flume. These trials will be referred to throughout this thesis as

the 'rigid-body case' and will be given special attention in Chapter 6. Of the 17 rigid-

body experiments, the majority of the eel, scup and mackerel specimens were individuals

that had been used in the live swimming trials. In the rigid-body case, the boundary layer

was imaged at 10 to 15 positions along the centerline of the fish taking 150 images at

each position at several different flume speeds. This represents a sampling time of 5 sec,

which is expected to be longer than the periods of any fluctuations in the flow.

Approximately 17,000 sample boundary layer realizations out of a potential 130,000

were analyzed for the rigid-body case. Finally, 56 sequences of the flow over a flat plate

aligned parallel to the flow were performed representing various conditions equivalent to

those of the fish experiments. The boundary layer was imaged at 14 positions taking 150

images at each position producing about 60,000 image pairs, from which over 12,000

sample boundary layer realizations were analyzed. Recall that in preliminary

experiments on scup, Stenotomus chrysops, and smooth dogfish, Mustelus canis (Chapter

3), only 270 boundary layer realizations were processed. The dramatic increase in

boundary layer realizations presented in this thesis compared to the preliminary work is

testimony to the significant advancements in the automation of boundary layer data

acquisition and analysis described in this chapter and in Chapter 5.

4.2 Specimen collection and care

Bluefish and scup were collected by hook and line in Nantucket Sound, MA,

USA. Mackerel were collected by hook and line in Cape Cod Bay, MA, USA. Eel were

purchased from a local retailer in Woods Hole, MA, USA. The animals were kept in

round 1000-liter holding tanks with a constant flow of fresh seawater from Nantucket
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Sound. All fish kept longer than 2 days were fed a bi-weekly diet of frozen squid. Fish

were transferred to and from their tanks in 30-liter buckets or 60-liter coolers. Only fish

that appeared to be in the best overall condition after collection and transportation to the

holding tanks were selected for experimental trials. Fish were transferred to a flume for

experiments in large plastic bags containing seawater to prevent bodily injury in the

transfer process. Temperature in the holding tanks, transfer bags and flume were within 1

C of each other. Following live swimming experiments, fish were euthanized in a

seawater bath containing the standard lethal dose of MS-222 (400 mg/L) in accordance

with the WHOI IACUC protocol at the time of the experiments. The same procedure was

used to euthanize additional fish for rigid-body experiments.

4.3 Flume test section

Experiments were performed in a temperature-controlled recirculating flume

capable of producing flow speeds up to 2 m/s (Fig. 4.2, Engineering Laboratory Design,

Inc.). Experimental temperatures and swimming speeds for each fish species studied are

given in Table 4.1. In the case of bluefish, scup and mackerel, the temperatures reflect

the temperature of the bodies of water from which the fish were caught at time of capture.

Eel were kept and studied at the local temperature of Nantucket Sound. The flume test

section (Fig. 4.3) was constructed entirely of Plexiglas and measured 170 cm x 45 cm x

45 cm. The transparent flume bottom was especially useful for boundary layer

visualization. Cameras could be mounted below the flume and therefore did not interfere

with the flume lid or work within the flume test section. Position in the flume was

defined according to a Cartesian coordinate system, where 'X' was the horizontal,

streamwise direction, 'Y' was the horizontal, 'crossflow' direction, positive toward the

backside of the channel, and 'Z' was the height from the bottom. The test section was

preceded by a significant contraction (6:1 area ratio) to encourage smooth flow in the test

section.
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Fig. 4.3 Image of the flume test section (170 x 45 x 45 cm). Flow is from left to right.
A fine stranded grid is in place at the inlet and a more substantial, mesh barrier is in place
at the outlet. The acrylic 'drop-ceiling' suspended by threaded rod is visible. In the
foreground is a two axis robot that carries the laser head and the sideview camera. In the
background is a semi-opaque, white acrylic sheet that was illuminated from behind
providing uniform backlighting to produce a silhouette of the fish in the sideview camera.
The XYZ coordinate system is shown. Y points into the page.
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In general, the test section was used as an open channel, 45 cm deep, but an

acrylic 'drop-ceiling' (Fig. 4.3) was sometimes lowered onto the surface to prevent fish

from jumping out of the flume, or into the flow to decrease the flume depth to 25cm. The

ceiling leading and trailing edges were machined to 100 knife edges to reduce impact on

the flow in the test section when lowered into the flow. In the streamwise direction, fish

were constrained to swim in the test section using barriers at the inlet and outlet

constructed from plastic netting. The netting used in the inlet barrier was a rectangular

mesh of thread-like strands known as bird-netting (Aquatic Eco-Systems, Inc.). Three

different mesh sizes were used, which will be referred to in this thesis as small, medium

and large. The actual mesh sizes were 1.3 cm x 1.3 cm (small), 1.6 cm x 1.7 cm

(medium), and 3.0 cm x 3.7 cm (large). The largest possible mesh size was used for each

fish species (Table 4.1). The downstream barrier was made of 1.3 cm square mesh

netting with a heavier strand than the inlet barrier to prevent fish from breaking out of the

test section and being swept downstream.

Flow in the flume test section was measured with no fish present for each inlet

barrier type at three speeds (23 cm/s, 58 cm/s and 98 cm/s), two temperatures (15 C and

20 C), and both open and closed channel arrangements. In the closed channel case, the

ceiling plate was lowered to Z = 25 cm. The case of no inlet barrier was also observed

for comparison. The flow was visualized at 45 - 50 positions in each of 3 vertical cross-

sections of the test section at X = 30 cm, 87 cm and 144 cm. Wall boundary layer

thickness, turbulence intensity, uniformity of the plug flow, and the impact of the inlet

barriers were examined and are treated thoroughly in Chapter 6.

4.4 Strobe imaging of the flow

In general, fluid flow around the fish was visualized in the same way as in the

preliminary experiments (section 3.1.3). Particles in the flow were illuminated by a

horizontal, pulsed laser sheet (thickness = 1 mm) and imaged at right angles to the sheet.
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The most significant differences in the flow visualization in the automated system were

the use of an additional high-resolution digital video camera (Roper ES 1.0, 1008 pixels x

1018 pixels), a different type of seeding particle, and a streaming video acquisition

system. The additional camera was used to acquire a wide-angle view (14 cm x 14 cm)

of the flow field and determine the location of the body surface of the fish. This camera

will be referred to as the 'nearfield camera' (Fig. 3.1). In the preliminary experiments,

only two cameras were used, the 'boundary layer camera' (Roper ES 1.0, 1008 pixels x

1018 pixels), with its small field of view (1.36 cm x 1.36 cm), and a 'sideview camera'

(Texas Instruments, Multicam CCD, 752 pixels x 480 pixels) to locate the laser position

on the fish. This made it difficult to determine the phase and amplitude of the body wave

at the time and position of each measurement. The nearfield camera field of view was

positioned so that it contained the field of view of the boundary layer camera. A 17 -

35mm zoom lens (Nikon, Nikkor AF-S) fit with a c-mount-to-bayonet adaptor was used

on the nearfield camera. The boundary layer camera was fit with a 105mm macro lens

(Micro-Nikkor AF). The sideview camera was fit with an 8.5 mm wide-angle television

lens (Cosmicar). The nearfield view was also used to determine of the Y position of the

fish in the test section based on the width of the diverging laser sheet.

Silver coated hollow glass spheres with average diameter of 10 pm (DANTEC;

Potters Industries Inc.) were used as seeding particles. In preliminary experiments,

fluorescent particles were used, however it was found that the filters used with

fluorescent imaging often rendered the fish body surface too dim to locate automatically.

The fluorescent particles were still visible with the filters removed, but excessive glare

off the fish body surface, which also interferes with body edge detection, required the use

of lower laser intensity or smaller camera apertures. However, this resulted in the

dropout of dimmer particles from images, reducing the resolution of the boundary layer

flow. The higher reflectance of silver coated particles increased the visibility of particles

at lower laser intensities and solved the body surface illumination problems.
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Images from the boundary layer camera had a scale of 73.7 pixels/mm or 13.6 Prm

per pixel. Although the average physical particle diameter was smaller than a pixel, the

actual particle images were slightly larger due to glare, aggregate particles and ambient

particles in the seawater. This was desirable since it allowed for sub-pixel accuracy in

particle tracking. If particles are imaged as a single pixel the location of that particle is

unknown within that pixel, whereas if a particle spans 2 - 4 pixels, a more precise

particle centroid location can be determined by a Gaussian fit or center of intensity.

Timing for the laser and all three cameras was controlled by the same methods as

in the preliminary experiments. The time delay, At, between laser pulses, i.e. between

exposures of the flow, was set at 2.1 - 6.7 ms depending on flume speed. Simultaneous

images from the three cameras were streamed directly to hard drive arrays on three

separate PCs capable of up to 2 hrs and 20 min of continuous acquisition. That is

250,000 images, or 250 GB, for the high-resolution cameras. In general, acquisition was

broken into 5 - 15 min long sequences at particular swimming speeds. Streaming video

acquisition was mediated by PCI image acquisition cards (National Instruments, NI PCI-

1424, NI PCI-1409) and code written by the author using retail subroutines

(Visionstreaml0O) fashioned for LabVIEW. Each image of the video stream from each

camera is assigned an image number, or time-code. Acquisition of the three video

streams were initiated independently, therefore it was necessary to determine the offset

between the time-codes of corresponding images from the three cameras. This was

achieved by manually interrupting the laser trigger input at the start of acquisition,

resulting in a series of dark images in each camera image stream. Code was written to

find the first dark image of any image stream and automatically determine the time-code

offsets needed to synchronize the streams from the three cameras.
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4.5 Robotic control of data acquisition

In preliminary experiments, the small field of view of the boundary layer camera

was fixed in the flume. The camera could be repositioned by manually sliding the

camera along an optical rail that supported it, but this did not solve the problem of getting

the fish to swim in the vicinity of the field of view. Fish tended to move to a position in

the test section, remain there for 30 sec - 5 min, and then move to another location. By

the time the camera was moved and refocused, the fish would generally move to a new

location. Additionally, fish were usually spooked during this repositioning procedure. It

became clear that in order to acquire acceptable amounts of data, remote control of

camera position and focus was needed. This was achieved by mounting the three

cameras and the laser on two synchronized robots that allowed image acquisition

throughout the test section by joystick control (Microsoft Corporation, Sidewinder

Joystick, USB). The sideview camera and the laser were mounted on one robot alongside

the test section with movement in the X and Z directions (Fig. 4.4). The boundary layer

and nearfield cameras were mounted beneath the test section on the second robot with

movement in the X, Y and Z directions (Fig. 4.5).

Both robots were constructed with ball-screw, linear actuators (Techno-Isel,

heavy duty slides, 4 carriages) with a pitch of 5 mm per ball-screw revolution. The

actuators were powered by stepper motors with a resolution of 20,000 steps per

revolution, offering a potential resolution of 0.25 pm. Actuator speeds of 5 - 10 cm/s

could be achieved, but speeds of 1 - 5 cm/s proved to be sufficient. Slower speeds are

preferable to reduce transients in robot structural vibration due to starting and stopping.

Stepper motors were powered by manufacturer specified motor amplifiers (Industrial

Devices Corporation, Nextstep line). Joystick input and stepper control output was

orchestrated by code written by the author within the graphical programming language

LabVIEW 6.1 (National Instruments) and 2 National Instruments, Flexmotion PCI-7344

motion control cards (break-out box, UMI-7764). Each motion controller can
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Fig. 4.4 Two axis robot and joystick used to position the laser and sideview camera. The

robot is seated on a support table constructed from 80/20 brand aluminum beams. The
nearfield and boundary layer cameras can be seen under the test section. The large grid
inlet barrier and the 'drop-ceiling' plate can be seen, as well.
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Fig. 4.5 The three-axis robot use to position the boundary layer (right) and nearfield
(left) cameras. The robot was seated on base of 80/20 brand aluminum beams on the
opposite side of the test section from the XZ robot.
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simultaneously control 4-axes of motion. The motion control toolbox of LabVIEW

includes subroutines for the general control of stepper motor amplifiers. Input

subroutines for the Sidewinder joystick were found on the developer resource pages of

the National Instruments website (http://www.ni.com). The code written by the author

allowed for smooth, simultaneous or independent jogging of all five robot actuators, as

well as precise movements of 1 cm, 1 mm, or 0.1 mm for positioning and focusing when

needed. The code links all jogging and stepping functions to the joystick for complete

remote control of the robots. In addition, the code can memorize and repeat a program of

moves. This feature was used to take measurements at precise positions on the rigid fish

and flat plate, and throughout the entire test section at different flow speeds. The code

also allows the motion controller cards to communicate with data acquisition boards

(National Instruments, PCI-6024E) on the camera PCs to orchestrate the acquisition of a

set number of images at any given position, if desired.

Most importantly, the robots were geared in software to automatically correct for

the index of refraction of seawater in real time so that the boundary layer and nearfield

cameras were constantly focused on the laser sheet. Optical distance in a medium is the

real distance times the index of refraction, therefore the laser must move about 1.33 times

the distance moved by the cameras in the Z direction to stay in focus. The index of

refraction was first measured using the robots independently, focusing the cameras at two

different vertical positions of the laser. The ratio between AZ of the laser and AZ of the

camera is the index of refraction. Conveniently, since focusing is achieved by motion of

the cameras and not the helical focus of the lenses themselves, the field of view is

preserved, spatial conversion factors (pixels/m) are constant, and both the boundary layer

camera and the nearfield camera stay in focus on the same focal plane.
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4.6 Automatic calibration

The precision of motion afforded by the robots made for easy automatic calibration

of image fields. Two triangles were cut from black electrical tape and affixed to a small

panel (3" x 5") of opaque white 3/8" acrylic sheet. The triangles were cut so that they

were approximately 1-3 % of the area of the field of view of the boundary layer and

nearfield cameras, respectively. The plastic panel was then placed face down on the

bottom of the flume. The cameras were focused on the triangles and for one camera at a

time the robot was moved so that the corresponding triangle was fully visible in each

corner and in the middle of the field of view. An image was snapped at each position and

the precise robot motion is recorded. Image analysis code written by the author in

LabVIEW automatically finds the triangle in each image, calculates the change in pixel

position by the triangle centroid and determines an average calibration factor in pixels per

meter. The code also finds the small triangle in the nearfield camera field of view when

it is positioned at the center of the boundary layer camera field of view. This is used to

determine the precise location of the boundary layer camera field of view in the nearfield

field of view. The calibration can be fully automated using a memorized program of

calibration motions and having the robot signal the calibration image acquisition.

Calibration of the sideview camera image field was somewhat more complicated, but

also automatic. Since the sideview camera was fixed in the Y-direction, the pixels per

meter calibration factor changes depending on the location of the fish in the tank. A very

short focal length lens was used, and the depth of focus was large enough that the fish

stayed in good focus throughout the flume. The divergence of the laser sheet was used to

in the calibration. The span of the laser sheet in pixels at the Y-location of the fish was

determined automatically from the bright horizontal line seen on the fish in the sideview

camera. This was performed for every sideview image of a particular swimming

sequence. Simultaneously, the span of the laser sheet in meters was determined from the

nearfield view by automatically locating the edges of the laser sheet and the body surface
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of the fish, and using the pixels per meter calibration of the nearfield view as detailed in

the preceding paragraph. The span in pixels in the sideview camera divided by the real

span in meters determined from the nearfield view is the pixels per meter calibration for

the particular sideview image. Since the bright line on the fish is not always completely

visible, or it is slightly shortened by fish curvature, the sideview calibration was refined

by an additional step. The calibration factor vs. Y-position in the tank was determined by

imaging a strip of 3/8" white plastic sheet 10 cm wide held vertical at several Y-positions

in the tank. The predicted Y-position of the fish in each sideview image was then

determined from the rough sideview pixels per meter calibration for each image. This Y-

position was then plotted vs. the span of the laser in the nearfield view at the position of

the fish. Since the edges of the laser sheet were straight, diverging lines, the span was

directly proportional to Y-position in the tank. Therefore the plot should be a straight

line, and all of the underestimated sideview spans should be scatter below that line. This

was indeed found to be the case and the line gave the correct relationship between laser

span in the nearfield view and position in the tank. Since the calibration factor vs. Y-

position in the tank was precisely measured in the sideview with the 10 cm wide plastic

strip, the Y-position determined from the nearfield view could be used to determine the

accurate sideview calibration factor.

Of course, it would have been much easier to simply measure the span of the laser

sheet at one known Y-position in the nearfield view. Then the determination of the laser

span in the sideview and the construction of the Y-position vs. span in the nearfield view

could be avoided. In some swimming sequences the front or back walls were sometimes

visible in the nearfield view. The laser sheet span at these known Y-positions could have

been used, but the sideview calibration by the approach outlined above proved to be

exceptionally accurate. Determination of the position of data acquisition on the fish was

within 1 cm, smaller than the field of view of the boundary layer camera, and therefore

smaller than the region sampled.
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4.7 Automatic scanning of long video records for usable data

Acquisition of sequences of thousands of images makes the acquisition of good data

more likely, but it also makes locating that data after acquisition more difficult. A 5 min

video sequence has 9000 images, which if scanned manually at about 1 Hz non-stop

would take 2.5 hrs. To avoid this tedious process, automatic image scanning code was

written by the author that was able to scan the data at 10 - 30 Hz. The code simply

calculates the average pixel intensity for selected pixel columns of successive images of

the boundary layer camera and compares the average to sampled background intensity. If

the average exceeds a user-defined intensity above background, then it is assumed that

the fish surface is present in the image and the image time-code is noted. Later, the list of

time-codes is used to extract the good images from the video stream file and write them

as individual TIFF image files. The scanning code is very efficient at finding usable data

and reduced the number of archived images to 10% of the original sequence on average.

The list of good images was also used to extract the nearfield and sideview images that

coincided with the boundary layer images using the offsets determined as described

earlier. A user determined number of images before and after each good image is

extracted from all three video streams so that body movement and nearfield flow

associated with to each boundary layer realization can be determined.

The writing of TIFF files from video stream files runs at a rate of about 5 - 10 Hz,

but since the data has been reduced 10-fold, the apparent speed is 50 - 100Hz. Image

data was archived on CD-ROM and/or external hard drives (Interactive Media

Corporation, Kanguru Quicksilver, 120 GB, USB 2.0).
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Fig. 5.1 An illustration of digital particle imaging velocimetry. The sub-window
(dashed-dot) defined in image 1 moves to another position (dashed) in image 2. Two-
dimensional cross-correlation results in a peak when the orginal sub-window is placed
over the location of the sub-window in image 2.
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Chapter 5

Automatic boundary layer PTV and analysis

Chapter 4 described the solutions to the difficulties of data acquisition in profiling

the fish boundary layer. Nevertheless, the greatest difficulty in the preliminary

experiments was processing the image data. Conventional particle tracking codes failed

and particle matching between image pairs was preformed manually, particle by particle.

This was time-intensive, tedious, and required significant sub-sampling of the data.

Furthermore, the analysis of tens of thousands of boundary layer profiles required the

development of automatic analysis code, as well. The following discussion describes the

fully automatic particle tracking and profile analysis code developed in this investigation.

5.1 The failure of conventional DPIV and DPTV to resolve the boundary layer

In general, conventional DPIV code fails to resolve steep velocity gradients such

as those very close to the surfaces of objects in a flow. This is due to the shape and size

of interrogation regions, of sub-windows, of the flow images that it uses to measure

velocity. In conventional DPIV, the first image (image 1) in a pair of sequential flow

images is divided into a grid of rectangular sub-windows. The algorithm searches for the

new location of the image pattern of each sub-window in the second image (image 2) of

the image pair (Fig. 5.1). It does this by looking for a peak in the 2-D cross-correlation

of each sub-window in image 1 with sub-windows of the same size in image 2.

Therefore only one flow velocity for each sub-window is determined and the resolution

of velocity gradients in the flow is limited by sub-window size. Sub-window size cannot

be reduced arbitrarily. The sub-window must contain a sufficient number of particles for

accurate cross-correlation.
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Increased seeding density and higher resolution can improve the resolution of

velocity gradients by conventional DPIV to some degree, however, if one attempts to

resolve a very steep velocity gradient very close to a moving object surface added

difficulties arise. The body and body glare affect the cross-correlations strongly. Sub-

windows shaped parallel to the body surface would be better suited than grid-squares

parallel to the image axes, and even then, resolution of steep velocity gradients would

require the sub-windows to be thin. Conventional DPIV does not incorporate edge

finding or custom shaped grids, and even with these components built in, the problems of

particle density and grid size could cause problems in resolving the fish boundary layer.

Conventional digital particle tracking velocimetry, DPTV, also fails as an

acceptable technique for measuring steep velocity gradients as found in the fish boundary

layer. In the case of conventional DPFV, the user generally defines an acceptable range

of distance and angle for the motion of particles from one image to the next (Fig. 5.2).

However, in the boundary layer, velocities range from 0 at the body surface to

approximately the freestream velocity, U. Therefore, for standard DPTV to work in the

boundary layer, it would be necessary: (1) to define the acceptable range of particle

motion at several distances from the body surface, (2) define the range of travel angle as

very narrow, and/or (3) have a particle density such that the distance between particles is

less than the distance that a particle travels in the freestream. These constraints either

require the user to have a lot of information about the flow already, or to have a particle

density that may not be able to provide enough information about the velocity gradient.

In the former case, gathering the necessary information about the flow would cease to

make the particle tracking technique automatic and greatly increase processing time.

In this investigation, a fully automatic boundary layer profiling code has been

developed that requires the user to know essentially nothing about the flow in the

boundary layer and can track particles in steep velocity gradients at particle densities

ideal for resolving those gradients. Since the code is fully automatic, processing time for
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Fig. 5.2 An illustration of conventional digital particle tracking velocimetry. Particles in
image 1 are allowed to move a prescribed distance and angular range (A). Any particle
landing in this range in image 2 is considered a potential match.
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a single image pair has been reduced dramatically. The particle tracking module of the

code can determine the tracks of 825 particles in 14 sec. This is approximately 12,000

times faster than manual particle tracking. The entire boundary layer visualization

process requires an average of 2 min 10 sec to take a raw image pair, locate the body

surface, track the motion of the body surface, remove glare, locate and centroid particles,

match particles, calculate the boundary layer profiles and plot them. This is about 150 to

300 times faster than the manual and semi-automatic methods used in the preliminary

investigation. Assuming that the same number of particles were tracked, it would take 5

to 10 hours to process one image pair manually. Even though only 1/10 to 1/20 as many

particles were tracked per image pair in the preliminary investigation, it still took more

than 130 hrs of tedious manual particle matching spread out over several months to

produce just 270 usable boundary layer profiles. Since the new code is automatic,

multiple PCs can be utilized simultaneously around the clock to multiply the data

processing rate. Six to eight PCs running constantly processed an average of 4500

boundary layer realizations per day.

5.2 An automatic boundary layer profiling and analysis code

The boundary layer profiling code developed by the author has several stages: (1)

object surface edge detection, (2) surface tracking, (3) surface and glare removal, (4)

particle centroiding, (5) particle tracking, (6) boundary layer profile calculation, and (7)

boundary layer profile analysis. The particle tracking algorithm, which was

independently developed by the author, was found to be similar to algorithms developed

earlier by Kim and Chen (1992) and Wemet (1993) for particle tracking in general flows,

however significant differences and advances exist. In particular, the mathematical

particle tracking problem is itself transformed into an image processing problem, which

simplifies the process. Moreover, the algorithm developed in this thesis was custom

designed to resolve boundary layer flow and nearfield flow over surfaces. See Udrea, et

al. (2000) for a thorough review of particle tracking methods.
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5.2.1 Automatic object surface edge detection

Boundary layer profiles are constructed using coordinate systems fixed on a body

surface. Therefore, the location, shape and movement of the surface must be known

accurately. The surfaces of fish and the flat plate in the fields of view of the nearfield

and boundary layer cameras were located automatically by searching for the widest peak

in pixel intensity in the pixel columns of the images most nearly perpendicular to the

surfaces, i.e. the Y-direction pixel columns in this investigation. These pixel columns are

simply cross-sections of the image. The plot of pixel intensity along each pixel column

revealed the bright object surface to be a steep-walled plateau, typically on the order of

100 pixels wide. By contrast, particles appeared as sharp peaks typically 5-10 pixels

wide at their base. Therefore, it was easy to distinguish between the surface 'plateau' and

particle peaks. Once the surface plateau was located, a pointer was moved along the fluid

facing slope leading up to the plateau until it reached the top edge. The top edge was

determined by taking the position at which the fluid facing slope decreased to 0.2, or

where the pixel intensity reached the maximum 255 (8-bit image). This process was

repeated for each pixel column of the image. The pixel columns and the locations of the

surface plateau edges represent the X and Y positions of the object surface, S(X, 1'). In the

case of each image, X and Y were determined in pixels with respect to the image frame,

but the axes correspond in direction to the X and Y coordinates in the flume.

After the surface, S(X, Y'), in each image was located, it was filtered for errant

peaks and gaps and smoothed with a triangular low pass filter to remove digital noise

caused by the plateau edge finding technique. The width of the low pass filter was

chosen carefully so as not to smooth out actual small-scale structures on the surface.
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5.2.2 Surface tracking

The precise motion of surfaces, dS(X, Y)/dt, for consecutive images was

determined by rotating and translating the surface in the first image until the sum of the

squared differences in the distances between its points and the points of the surface in the

second image was minimized. Stated simply, the best least-squares fit of the surface in

image 1 to the surface in image 2 was performed. Extrapolation between the points of

each surface was performed so that motions of the surfaces, in theory, could be

determined to 0.1 pixel accuracy. Code testing with artificial surface motions confirmed

accuracy to 0.1 - 0.3 pixels. This corresponds to errors in surface motion velocities of 1

-2 mrm/s, generally less than 1% of the freestream flow, U. Any shift in profile

velocities due to these errors merely shifts the entire profile and the true profile shape is

preserved. This technique, in addition to determining a translation and rotation of the

entire surface, determines the translation of each surface point. Translation and rotation

alone does not give that information unless the center of rotation is known. This allows

for the true time-averaged surface to be determined for each image pair rather than

simply averaging the corresponding surface positions in each Y-pixel column. The code

outputs goodness of fit, and boundary layer data was only used for surface tracking that

converged properly. This helped to filter out errant images that were classified as 'good'

by the image scanning code described in section 4.7.

5.2.3 Surface and glare removal

One of the problems in tracking particles automatically near a stationary or

moving surface is coding the computer to distinguish between true particles, structures on

the surface and glare from reflected light off the surface. The fish surface is easy to

remove by setting all pixels on the fish side of the body surface to zero. Glare, on the

other hand, is not quite as easy to remove since it varies with distance from the surface.

If a simple image threshold is used, the threshold must be very high, otherwise the high
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glare near the surface remains. However, high thresholds degrade and even eliminate

particle images further out in the flow and so are unacceptable. In this investigation, it

was found that the combination of two custom low pass filters developed in this

investigation could be used to precisely measure the glare at every location in the image.

The glare was then subtracted from the original image and the surface was removed,

leaving only the particles, essentially non-degraded.

These filters were applied to each pixel column of each image in the direction

most perpendicular to the body surface (the Y-direction here). As mentioned earlier,

particles appear as peaks 5-10 pixels wide in these image-intensity cross-sections. The

first low pass filter was a simple running average with a bandwidth of 17 pixels, but

before computing each average, the 5 highest intensity pixels were removed. This was

applied far from the fish surface, where glare was low and increased very gradually

(slope of the intensity <1.5 gray level/pixel). The particle peaks in this region were very

tall and a standard low pass filter that gives all pixels some weight would not have

completely removed the peaks. Close to the fish surface, where glare was greater and

increased rapidly, a custom filter that forces monotonic growth in pixel intensity was

applied (Fig. 5.3). When a spike (i.e. often a particle) in the slope of the plateau was

encountered, the filter removed all points greater than and previous to the uphill-side

minimum of the spike. Spikes up to a given width based on particle size were removed.

The remaining pixel column following the application of the two filters represented the

glare. This was subtracted from the original pixel column yielding a particle field with

near zero background intensity. The algorithm preserves the distribution of each

particle's intensity minus the level of glare so that accurate centroids can be determined

even after glare is removed. To avoid possible errors due to the de-glaring process the
original images can still be used to find centroids once the particles are located in the de-

glared images. Due to negligible errors this was found to be unnecessary.
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Fig. 5.3 Illustration of the 'forced-monotonic' glare filter used on the slope of the body
surface plateau. The slope is due to glare. The points in red are removed because they do
not represent monotonic progress of the glare. Once the peaks are removed, the glare is
substracted from the original pixel column leaving only the particle peaks.
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5.2.4 Particle centroiding

The de-surfaced and de-glared image pairs were then subjected to simple image

thresholding to remove noise from the de-glaring process. The remaining blobs of

intensity were assumed to be particles and the centroid of each particle was determined

using the center of intensities in the rectangular region circumscribing the particle. Since

the glare (i.e. background) was removed in the de-glaring step, the non-particle pixels in

the rectangle do not affect the calculation. This method allows for sub-pixel accuracy

and was used instead of a Gaussian fit to reduce processing time. Most images had

hundreds to thousands of particles. The particle centroids, P(X, Y), were determined for

both images of each image pair to be processed.

5.2.5 Particle tracking by track convergence velocimetry

The human eye is able to track particles in successive images of high shear flow

without knowing anything in advance about the flow. This is apparently due to the fact

that small clusters of particles within the shear layer can be recognized as moving in

concert. This is the principle of conventional DPIV, but the human eye is not restricted

to fixed sub-windows and performs better. Even two particles can be enough of a pattern

for the brain to follow from image to image. The similarity in the motion of the two

particles distinguishes their tracks from other possible tracks. The particle tracking code

developed in this investigation takes advantage of this observation and will be referred to

as particle track convergence velocimetry, PTCV.

Given a randomly distributed particle field, if one plots direction angle vs.

distance of all of the possible tracks of all the particles in a pair of sequential images,

clusters of points will occur for groups of two or more particles that travel on similar

paths. Clusters reflecting a density some degree higher than what would be expected for

two random particle fields can be located on the angle vs. direction plot. The
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corresponding tracks can then be selected and further filtered by limiting each particle to

only one track. This algorithm works exceptionally well for the boundary layer, and

shear layers in general, since it does not even require that the particle groups be made up

of near neighbors. Since in the small field of view used to image flow in the boundary

layer tangential velocity, u, is primarily a function of the distance from the body surface,

y, the successive 'velocity layers' of the shear layer represent large groups of particles

moving with similar velocity. The algorithm resulted in particle tracking success in the

boundary layer that actually exceeded the manual particle tracking of the preliminary

investigation. The following paragraphs describe the algorithm in detail.

A simplified, computer-generated image pair will be used here to illustrate the

particle tracking algorithm (Fig. 5.4). Image 1 includes particles A-F. Image 2 includes

particles 1-5. Particles D, E, and F have moved to the positions labeled as particles 3, 4,

and 5, respectively. Particles A and B have moved to 1 and 2. A small amount of

random error has been added to simulate real experimental data. Particle C moves out of

the field of view. For simplicity, in this example the body surface is a stationary, straight

line.

Once particle centroids are determined, the set of all possible tracks between

particles A-F in image 1 and particles 1-5 in image 2 are determined. Fig. 5.5 is a plot of

the particles A-F and 1-5 from images 1 and 2 connected by the set of possible tracks

A1-F5 (designated by start and end location, i.e., track Al refers to a track from particle

A to particle 1). Fig. 5.6 illustrates a 'track plot' of the possible tracks A1-F5, and a

close-up of one area of interest. The x-axis of the track plot corresponds to track length

and the y-axis of the track plot corresponds to track angle. In this way, each data point on

the track plot represents an individual track Al - F5. A track plot typically shows

considerable scatter since most of the possible tracks A I-F5 are erroneous and the track
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Fig. 5.5 The plot of all potential tracks between particle images A - F and 1 -5.
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angles and lengths land randomly on the plot. However, the tracks of groups of particles

traveling at nearly the same velocity, that is, having nearly the same track angle and

length (as would be expected in a continuous flow field, particularly at distances

equidistant from a surface), land near each other on the track plot. That is, clusters of

tracks appear on the track plot for tracks representing the actual particle tracks. The

close-up includes an area of the track plot that exhibits a higher density of potential tracks

A1-F5.

In order to locate tracks in high density regions on the track plot, and thereby

determine the actual tracks, each potential track A [-F5 is scored based on the nearness of

other potential tracks A1-F5 surrounding it. Rather than calculate all the distances

between all points on the track plot, the track plot is transformed into an image so that

more efficient image processing schemes can be used to calculate local track densities on

the track plot. The track plot is scaled and digitized, for example, into a 1,000 by 1,000

'track matrix', or 'track image'. The size of the track matrix can be set to other sizes

depending on a user's desired resolution in the analog to digital transformation of the

track plot. Fig. 5.7 illustrates a section of the track matrix corresponding to the close-up

section of the track plot from Fig. 5.6. Each track matrix entry is given a value equal to

the number of potential tracks A1-F5 that fall within the location on the track plot

corresponding to the matrix entry. Conceptually, if one were to divide the track plot into

a grid, the value of each track matrix entry would be equal to the number of potential

tracks AI-F5 falling within a particular grid square to which the matrix entry

corresponds.

The density score for each potential track is determined by a kernel multiplication

method (Fig. 5.8). For example, Fig. 5.8B shows the region of the track matrix

surrounding track F5. The colored grid squares in the matrix have values of 1,

corresponding to potential tracks C2, D3, E4, and F5 seen in the close-up of the track

plot. Fig. 5.8A is an illustrative kernel generated by the particle tracking code. The
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Fig. 5.7 Transformation of the track plot of Fig. 5.6 to an 'image' to allow
higher efficiency density calculations. A value of one is added to each matrix
entry for each particle track landing in the entry square. The matrix is not the
entire track plot. Instead it represents the close-up in Fig. 5.6. The gray region
is used in Fig. 5.8.
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kernel is a small matrix with dimensions approximately equal to the average distance

between potential tracks A1-F5 on the digitized track plot. Potential tracks A1-F5 that

fall within a circle with a diameter on the order of such a distance are less likely to be

random scatter and are considered valuable in determining actual tracks. The entries in

the kernel are equal to 1/RU, where Rj for any entry (row i, column J) is the distance from

the center entry of the kernel to each entry (i.e. VP7 + j2 where i andj = 0 at the center of

the matrix). In addition, all the entries outside a circle inscribed by the outline of the

kernel are set to zero. Basically, the kernel has a circular pattern of entries in which the

values of entries increase from zero to very large as you move from the edge of the kernel

toward the center. The center entry of the kernel is assigned a l/R value of I (i.e. R = 1)

to prevent a discontinuity. A value of 1 means that tracks that fall within the same track

matrix entry are considered to be a distance of one matrix entry away. A Monte Carlo

simulation suggests that the expected average distance between such tracks is 0.522,

corresponding to l/R = 1.92. The center value of 1/R = 1 was used, nevertheless, to

prevent over-weighting of errant tracks due to random occurrences of errant tracks

landing in the same entry of the track matrix. The value 1.92 might be used in the case of

low particle densities.

To determine the density score of a particular track, the kernel is overlaid onto the

plot matrix, centering the kernel of the matrix entry of the track. Each potential track Al-

F5 is assigned a density score equal to the sum of the products of the overlapping kernel

and track matrix entries (i.e. the dot product, Fig 5.8). The value of the track matrix entry

over which the kernel is centered is reduced by 1 so that a particle track does not

contribute to its own score. This is an additional safeguard against awarding high density

scores to tracks when two errant tracks randomly land near each other on the track plot.

For low particle densities this restriction could be relaxed. Based on the above process,

potential tracks AI-F5 that have several other potential tracks AI-F5 located nearby are

assigned high density scores, whereas much lower scores are assigned to isolated

potential tracks (e.g., ES, Fig. 5.6). Fig. 5.8 is an illustration of the kernel multiplication.
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In the overlay, the kernel has been centered on potential track F5. Based on such an

overlay, F5 would be granted a density score of 0.9. The score is the sum of

contributions provided by C2 (0.1), D3 (0.5), and E4 (0.3). This conversion of the

potential track scoring problem into one of image processing and matrix manipulation

(i.e. utilizing the track matrix and kernel) turns out to be a remarkably efficient means of

reaching a density score for each potential track. Processor time was measured to be

proportional to the average number of particles, n, present in the analyzed images for up

to n = 500 particles. For comparison, code was written that calculated track density score

for each potential track by sorting actual distances between each and every potential track

to locate nearest neighbors on the analog track plot. That code used processor time

proportional to n4. At n = 100 particles, the kernel based code took just 85 ms to rank all

10,000 potential tracks. This was 1200 times faster than the nearest neighbor calculating

code.

After the potential tracks are scored, they are ranked, or sorted, by their respective

density scores (Fig. 5.9). All potential tracks with a density score less than 10% of the

average density score were immediately rejected. This threshold parameter can be

changed by the user. The value 10% was found to work well in the current investigation.

In an iterative fashion, the highest ranked potential track in the list of remaining potential

tracks is assumed to be an actual particle track. All remaining potential tracks AI-F5

containing the start or end particle images of the chosen track are then eliminated from

the list of potential tracks (e.g., if the top ranking potential track is track B2, all other

potential tracks including particles B or 2 are removed from contention). The algorithm

repeats this process on the next highest ranking potential track. The remaining viable

potential tracks may be re-ranked prior to choosing the next actual track to limit the effect

of errant tracks on density scoring, but this increases processing time and was not used

here. Fig. 5.10 shows the end result velocity field for the example used in the discussion

above.
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Track elimination process by ranking
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Track accepted

Track accepted

Track accepted
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Rejected: particles
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Fig. 5.9 Determination of actual tracks by density score. Selection
begins at the top. The highest ranking track is assumed to be an actual
track. Then all tracks including the particle images of the chosen track
are removed from contention
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Fig. 5.10 The results of the particle tracking calculation by the
particle track convergence algorithm.
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Figs. 5.11-16 show three examples of boundary layer profiles from the flat plate

and live fish experiments using the particle tracking code described above. The first

example is the flow 10 cm upstream from the flat plate with a blank inlet barrier and U =

33.0 cm/s (Figs. 5.11-12). Note the highly uniform u-profile. The second example is

from the same trial, but at x = 21.3 cm on the flat plate (Figs. 5.13-14). Blasius fits the

boundary layer data with an R2 of 0.99. Cfx = 0.0030 and Re. = 6.7 x 104. Particles are

tracked to within 13 pixels (173 um) of the wall and 95% confidence limits on the slope

of the profile at the wall are 0.6%. Standard deviation in the slope is 2.6%, and the

expected error due to the assumption that the slope near the wall is the same as the slope

at the wall is 2.6% (see section 6.2.6). This translates into 95% confidence limits of 3.5%

in the determination of Cf, and a maximum expected error of 8.1%. The profile is

clearly not fit well by the law of the wall (Fig. 5.13D) except in the linear region close to

the wall. The law of the wall fit shown in Fig. 5.13D was constrained to fit in the linear

region and resulted in an R2 value less than 0.01. If not constrained in this way R2 = 0.40

and the linear region is poorly fit, which result in a significantly inaccurate value for the

slope of the real profile at the wall.

The third example profile is from a bluefish swimming 24 cm/s (0.55 LUs), x =

32.3 cm (Figs. 5.15-16). Blasius fits the data with an 1R2 of 0.98. Cfx = 0.0030 and Re. =

7.6 x 104. As in the flat plate example, particles are tracked to within 13 pixels of the

wall and the expected error due to the assumption that the slope near the wall is the same

as the slope at the wall is 2.6%. 95% confidence limits on the slope of the profile at the

wall are 0.4% and standard deviation is 2.4%. 95% confidence limits in the

determination of Cfx, are +/- 3.1% and maximum expected error is 7.8%. Fits to the law

of the wall, constrained and unconstrained, resulted in R2 values of less than 0.07. Note

that 344 particles were tracked in the boundary layer. Fig. 5.17A shows the failure of

conventional DPIV to resolve the swimming fish boundary layer (Figs. 5.15, 5.17B).
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Fig. 5.11 Superimposed image pair (A) with particle tracks and velocity profiles
(B,C) determined by PTCV from flow 10 cm upstream of the flat plate taken with
the boundary layer camera. Flow is from left to right. The inlet barrier type was
blank, U = 33.0 cm/s. RMS u/U = 1.0 - 1.5%. Note that the velocity scale for the
v-profile is much smaller than that of the u-profile, therefore the relative error
appears to be greater than it is. In reality, it is comparable to that seen in u. The
slightly positive v-velocity is evidence of slight cross-flow toward the center of
the flume.

Page 124



Velocity (mI/s)
CIII I

0.002

0.004 -

0.006-

0.008-

0.01 - - - •

0.012 -"- •--_
-- low

0.014 ' I I
0 0.002 0.004 0.006 0.008 0.01 0.012 0.014

x (M)

Fig. 5.12 Velocity field from results shown in Fig. 5.11 determined by PTCV
from flow 10 cm upstream of the flat plate taken with the boundary layer camera.
The inlet barrier type was blank, U = 33.0 cm/s. RMS u/U = 1.0 - 1.5%.
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30 Fig. 5.13 Boundary layer over flat
25  D plate for same sequence as Fig. 5.11,

U = 33.0 cm/s. (A) Particle tracks, (B)
20 u-profile with Blasius fit (R2 = 0.99),

• 15 (C) v-profile with same Blasius fit,
10 (D) u-profile scaled as for the law of

the wall, including Blasius (black),
5 and law of the wall turbulent profile

0 (red). x = 21.3 cm. Number of tracks
10° 101 102 in shear layer = 238. Total tracks =

Y 962. Minimum y-position = 173 um
(13 pixels). Cfx = 0.0030 +1- 3.5%
(95% confidence limits).
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Fig. 5.14 Velocity field from results shown in Fig. 5.13 determined by PTCV
from flow at x = 21.3 cm/s over a flat plate taken with the boundary layer camera.
The inlet barrier type was blank. U = 33.0 cm/s.
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+ 15 Blasius fit (R2 = 0.98), (C) v-profile
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5 including Blasius (black), and law of

Oý 1 2 the wall turbulent profile (red).
10' 10 10, Number of tracks in shear layer =

Y+ 344. Total tracks = 863. Minimum y-
position = 170 um (13 pixels). Cfr =
0.0030 +/- 3.1% (95% confidence
limits).
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Fig. 5.16 Velocity field from results shown in Fig. 5.15 determined by PTCV
from flow at x = 32.3 cm along a swimming bluefish (L = 45.0 cm) taken with the
boundary layer camera. U = 24 cm/s. The blank area in the upper left-hand corner
is to the left of the approximate surface normal at the left-most edge of the image.
Particles that do not allow for a measurement of normal distance to the surface are
not usable in producing boundary layer profiles and are not tracked.
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Fig. 5.17 Comparison of the results of (A) conventional DPIV and (B) the
particle tracking code developed in this investigation to resolve the boundary
layer of a swimming fish. The profile used is the bluefish boundary layer profile
from Fig. 5.15.
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The code includes a feature to deal with highly curved surfaces. When this

feature is turned on, track angle is calculated with respect to the surface. Since the

motion of particles in the boundary layer near a surface is influenced by the surface this

can improve track convergence. Particles some distance away from each other along the

surface, but at a similar distance from the surface, may trace out similar tracks with

respect to the surface. If track angle were not determined with respect to the curved

surface, the tracks traced out by these particles with respect to the field of view of the

image will be angularly dissimilar. If particle density is high enough, the step of

determining the track angle with respect to the surface can be skipped to reduce

processing time. Surface curvature in the small field of view of the boundary layer

camera and good particle densities made this feature unnecessary in this investigation.

To reduce processing time and avoid errors inherent in mapping too many

potential tracks on the track plot, the flow over the surface of the fish was cut into slices

parallel to the surface. Recall that errors can occur when errant tracks randomly end up

in the same track matrix entry. This is more likely when larger numbers of potential

tracks are mapped to the track plot. The code can be used for any sub-window shapes

and the shapes can be non-uniform throughout the image, but slices were chosen since

the largest velocity gradient in the boundary layer varies in the y- direction. It is

supposed that particles in the slices move with similar velocities. Nevertheless, as should

be understood from the preceding discussion, the code does not require this to be the

case. The code looks at particle groups, not the average motion of particles within the

region analyzed. This is the main advantage of the algorithm. Slicing the flow parallel to

the surface of the fish simply increases the likelihood of stronger convergence of tracks in

the track plot in the case of boundary layer flow. Slices may, but need not overlap. Slice

dimensions preferably are large enough to encompass greater than about 10 particles per

slice, and slices including up to several hundred particles will improve performance.

Preferably, the slices used to divide image 2 are thicker than those used to slice image 1.

The increase in thickness should be the maximum distance a particle would be expected
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to travel perpendicular to the interface, dy,,,, with respect to the interface. This value is

usually very small near interfaces. Therefore, one need not know very much about the

flow at all in order to select an appropriate slice size, especially if the slice thickness in

image 1 is at least 2 - 3 times larger than the expected dy,,,. In this investigation, slices

were further sectioned by cutting them at 1 - 2 streamwise positions along the surface of

the fish.

In theory, the particle tracking algorithm described above does not need any user

input concerning the flow being analyzed. In practice, certain aspects of the flow are

known, such as maximum expected velocities, especially within the boundary layer.

Therefore, to save computing time, all possible tracks need not and were not calculated.

Note, however, that this does not define the resolution of the boundary layer, as in the

case of conventional DPTV. For example, even within the strips used in this

investigation, separate groups of particles with unique track angles and distances will

form separate clusters on the track plot that can be independently located. In fact, even

within clusters of similar tracks, the track of each particle and therefore slight trends in

velocity are preserved for the eventual plotting of the flow field and boundary layer

profiles. This results in very high resolution of the flow. For example, for a laminar

boundary layer over a flat plate, if a thick interrogation strip is used, the track plot

exhibits an elongated cluster along track angle = 0. This is because the particles

throughout the strip travel roughly parallel to the flat plate (track angle = 0), but particles

travel longer distances the farther they are from the plate. All of these particle tracks are

part of a cluster and can be determined to be actual tracks by the algorithm described

here, even though they represent a steep velocity gradient. Turbulent flow is a problem

for any pattern based tracking code, however the present code proved to be so robust for

laminar and low-level turbulent flows that if good seeding particle density was present,

the failure to converge indicated very turbulent flow. This was observed in the

experimental controls (see Chapter 6).
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